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ABSTRACT TC "ABSTRACT" \f C \l "1"  

This report presents the results of Task 323-08, Hardware and Software Reliability. Although hardware and software differ, they share a sufficient number of similarities that the mathematics used in hardware reliability modeling have been applied to software reliability modeling.  This task examines those models and describes how they may be practical for application to projects at Goddard Space Flight Center. The task also resulted in improvements to one model to allow for fault correction.  
EXECUTIVE SUMMARY TC "EXECUTIVE SUMMARY" \f C \l "1" 
NASA acquires and uses many systems in which software is a major component, and many of these systems are critical to the success of NASA’s mission.  These systems must execute successfully for a specified time under specified conditions, that is, they must be reliable.  The capability to provide accurate measurement of the reliability of the software in these systems before NASA accepts them is an essential part of ensuring that NASA software will meet its mission requirements. 

The purposes of Task 323-08, Hardware and Software Reliability, are to examine reliability engineering in general and its impact on software reliability measurement, to develop improvements to existing software reliability modeling, and to identify the potential usefulness of this technique as one data point in measuring reliability of software at the Goddard Space Flight Center. 

The first part of this project identified the mathematics and statistical distributions used in reliability modeling and found that essentially all have been applied to software reliability modeling. The study identified major differences between hardware and software and indicated that the software reliability models do not specifically accommodate those differences.   The study resulted in several recommendations for model modification. 

The second part of this project explored the use of these software reliability models at Goddard Space Flight Center (GSFC) and their improvement. A case study to determine usefulness of this technique at GSFC used project failure data and characterized and manipulated it for use with a software reliability tool.  The actual process of software reliability modeling includes the preparation of the data, selection of the appropriate model, and analysis and interpretation of results of the models.  A key criterion to practicality is the amount of effort required for each step. 

The Naval Space and Warfare Center (NSWC), Dahlgren, Virginia, has sponsored the development of a software tool, Software Modeling and Estimation of Reliability Functions for Software (SMERFS), under the direction of Dr. William B. Farr. This public domain tool exercises several software reliability models and served as an instrument for assessing usability of software reliability modeling at GSFC 

One difference between hardware and software is the correction process.  By the time hardware is in operation and reliability studies occur, generally design faults have been removed. With software, faults are often remaining during system test and operation. The hardware reliability models do not account for correction during the time of reliability measurement. For this research task, Dr. Norman Schneidewind of the Naval Postgraduate School developed adjustments to the Schneidewind model to allow for fault correction. 

This report describes the results of these studies. 
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1. Introduction TC "1.    Introduction" \f C \l "1" 
NASA is increasingly dependent upon systems in which software is a major component. These systems are critical to the success of NASA’s mission and must execute successfully for a specified time under specified conditions, that is, they must be reliable.  The capability to accurately measure the reliability of the software in these systems is an essential part of ensuring that NASA systems will meet mission requirements.  

The Software Assurance Technology Center (SATC) at the NASA Goddard Space Flight Center (GSFC) performed Task 323-08, Hardware and Software Reliability to examine reliability engineering, its impact on software reliability measurement and the practicality of using it to provide one data point for measuring the reliability of software at GSFC.  Reliability engineering executes various mathematical functions on past failure data to predict future behavior of a component or system, that is, to measure the increase in its reliability, usually referred to as reliability growth. This project explored the improvement of software reliability engineering models to accommodate fault correction. 

The first part of this project identified the mathematics and statistical distributions used in reliability modeling and found that essentially all have been applied to software reliability modeling. The study identified major differences between hardware and software and indicated that the software reliability models do not specifically accommodate those differences.  While the complete findings were reported previously, Section 2 of this report contains a brief summary to provide appropriate context for this part of the project.  

The second part of this project explored issues for using these software reliability models at GSFC and developed improvements to the Schneidewind model. We examined the process of software reliability modeling identified by the American Institute of Aeronautics and Astronautics in its Recommended Practice for Software Reliability [AIAA].  The purpose was to identify the difficulties of using software reliability modeling and some steps of the process that may be made easier with the aid of a software reliability modeling tool.    

The mathematical and statistical functions used in software reliability engineering employ several steps. The equations for the models themselves have parameters that are estimated from techniques like least squares or maximum likelihood estimation. Then the models, usually equations in some exponential form, must be executed. But verifying the selected model for the particular data set may require iteration and study of the model functions.  From these results predictions can be made, and confidence intervals for the predictions can be computed.   All of these computations are time-consuming and error-prone when computed manually.

We searched for a software tool to assist us with software reliability modeling on GSFC project data to understand how practical use of this measurement technique can be.  One tool that reduces the difficulty of software reliability modeling is the Software Modeling and Estimation of Reliability Functions for Software (SMERFS), developed under the direction of Dr. William B. Farr of the Naval Surface Warfare Center, Dahlgren, Virginia.  It performs curve-fitting, model selection and execution, and statistical analysis for several software reliability models. The latest version, SMERFS^3, like its predecessors, contains the mathematics for many of the software reliability models.  Except for user features, features of SMERFS concerning the models are likely to be similar to any other software reliability modeling tools. Because both the tool and guidance from Dr. Farr were available to us, we selected this tool to served as an instrument for assessing the practicality of using software reliability modeling at GSFC.    

Next we found two GSFC projects with data in a defect tacking system. While failure data are available in this tracking system, other information may be needed to characterize the project, select models and organize data correctly.  We describe this experience with SMERFS^3 and these data to show how software reliability modeling works. We identify intellectual aspects that the tool cannot perform. We also demonstrate the type of effort needed by the project staff to use software reliability modeling as a successful technique for software reliability measurement. We show pitfalls that may entrap those who do not analyze their project characteristics and data before exercising SMERFS^3 on failure data.

One difference between hardware and software is the correction process.  By the time hardware is in operation and reliability data are collected,  generally design faults have been removed. The hardware reliability models do not account for correction during the time of reliability measurement. With software, faults exist during system test and operation  such that reliability growth occurs as these are corrected  Dr. Norman Schneidewind of the Naval Postgraduate School developed adjustments to his model to allow for fault correction.   

Section 2 of this report provides a brief synopsis from the first report of this study of the basic information about software reliability modeling.  Section 3 describes in detail the software reliability modeling process and options for applying the process at GSFC.   Section 4  describes the research results of modifying the Schneidewind model to accommodate differences between hardware and software, with Appendix B providing complete information. Section 5 provides the conclusions about potential use of software reliability modeling at GSFC.  Appendix A describes a case study using GSFC project data with SMERFS^3.   
2. Overview of Hardware and Software Reliability TC "2.    Overview of Hardware and Software Reliability" \f C \l "1" 
Hardware and software reliability engineering have many concepts with unique terminology and many mathematical and statistical expressions.  Basically, the approach is to apply mathematics and statistics to model past failure data to predict future behavior of a component or system. Major statistical distributions used in hardware reliability modeling include the exponential, gamma, Weibull, binomial, Poisson, normal, lognormal, Bayes, and Markov distributions. To use these distributions, data collected from failures of systems need to be fitted with techniques like maximum likelihood or least squares estimates. The appropriateness of the models selected need to be verified by using statistical methods like Chi-squared or goodness-of-fit. Because mechanical and electrical systems tend to deteriorate over time, these reliability distributions depend on time as the variable, usually calendar time.

To provide context for the rest of this report, this section provides definitions, descriptions of a few software reliability models, and assumptions and requirements for using these models.  It also provides a discussion about differences between hardware and software and their impact on modeling for software reliability. 

2.1
Definitions TC "2.1
Definitions" \f C \l "2"   

Unless otherwise indicated, these definitions are taken from the Department of Defense MIL-HDBK-338B on electronic reliability [Mil338].

Failure: The event,  or inoperable state, in which any item or part of any item does not, or would not, perform as previously specified.

Failure: (1) The inability of a system or system component to perform a required function within specific limits.  A failure may be produced when a fault is encountered and a loss of the expected service to the user results. (2) The termination of the ability of functional unit to perform its required function. (3) A departure of program operation from program requirements [AIAA] .

Failure intensity function: the instantaneous rate of change of the expected number of failures with respect to time [Lyu].

Failure rate: The total number of failures within an item population, divided by the number of life units expended by that population, during a particular measurement period under stated conditions. 

Failure rate:  (1) The ratio of the number of failures of a given category or severity to a given period of time; for example failures per second of execution time, failure per month. Synonymous with failure intensity. (2) The ratio of the number of failures to a given unit of measure; for example, failures per unit of time, failures per number of transactions, failures per number of computer runs  [AIAA]. 

Mean Time Between Failure: A basic measure of reliability for repairable items. The mean number of life units during which all parts of the item perform within their specified limits, during a particular measurement under stated conditions. 

Mean Time Between Failure: The expected or observed time between consecutive failures in a system or component [I982].

Mean Time to Failure: A basic measure of reliability for non-repairable items. The total number of life units of an item population divided by the number of failures within that population, during a particular measurement under stated conditions.

Reliability: 1. The duration or probability of failure-free performance under stated conditions. 2. The probability that an item can perform its intended function for a specified interval under stated conditions. 

Reliability:  The ability of a system or component to perform its required functions under stated conditions for a specified period of time [I610].

Reliability:   see Software Reliability [I982].

Reliability growth: The improvement in reliability that results when design, material, or part deficiencies are revealed by testing and eliminated through corrective action. 

Software reliability: (1) The probability that software will not cause the failure of a system for a specified time under specified conditions. The probability is a function of the inputs to and use of the system, as well as a function of the existence of faults in the software.  The inputs to the system determine whether existing faults, if any, are encountered [AIAA] [I982].  (2) The ability of a program to perform a required function under stated conditions for a stated period of time [AIAA].

Software reliability model:  A mathematical expression that specifies the general form of the software failure process as a function of factors such as fault introduction, fault removal and the operational environment  [AIAA]. 
Time: a fundamental element used in developing the concept of reliability and is used in many of the measures of reliability. Determining the applicable interval of time for a specific measurement is a prerequisite to accurate measurement. Usually the interval of interest is calendar time, but may be broken down into other intervals (or calendar time may be reconstructed from other intervals).  

Wearout: The process that results in an increase of the failure rate or probability of failure as the number of life units increases. 

2.2
Software reliability models TC "2.2
Software reliability models" \f C \l "2" 
Software reliability engineering produces a model of a software system based on its failure data to provide a measurement for software reliability. The mathematical and statistical functions used in software reliability modeling employ several   computational steps. The equations for the models themselves have parameters that are estimated using techniques like least squares fit or maximum likelihood estimation. Then the models, usually equations in some exponential form, must be executed. Verifying that the selected model is valid for the particular data set may require iteration and study of the model functions.   From these results predictions about the number of remaining faults or the time to next failure can be made, and confidence intervals for the predictions can be computed.  

A few algorithms of some popular models are shown in Tables 1 and 2 [Pham ].  Table 1 identifies software failure rate models used to study the program failure rate per failure at the failure intervals.  Table 2 describes some NHPP models.  Software reliability models rely on two types of data, either the number of failures per time period or the time between failures. Most software reliability models are well known and have been used in the 1980s and 1990s.  Exponential distributions are used almost exclusively for reliability in the prediction of electronic equipment, that is, the probability distribution function pdf of X: f(x) =  (e -(t. This distribution can be chosen as a failure distribution if and only if the assumption of a constant hazard rate can be justified, that is, the hazard rate = ( [Mann].  Models using an exponential distribution include the Musa Basic, Jelinski-Moranda De-eutrophication, Non-homogeneous Poisson process (NHPP), Goel-Okumoto, Schneidewind, and hyperexponential models. For these, memory is not important, that is, failures in the past have no impact on future failure rates. 

The Weibull model is a general form of the gamma distribution, lognormal, exponential, or normal, depending on the value of (.   Variations include the S-shaped reliability growth model and the Rayleigh model.  Musa uses the logarithmic model and assumes errors contribute differently to the error rate.  Shooman uses the binomial distribution and Littlewood-Verrall uses Bayesian statistics.  For Bayesian models, memory is important, that is, what has failed before has an impact on current and future failure rates  [Lyu]. 

Table 1.    Software Reliability Failure Rate Models TC "Table 1.    Software Reliability Failure Rate Models" \f D \l "1"  

	Model Name
	f(ti)
	R(tI) = 1 – F(ti)
	((ti)

	Jelinski-Moranda
	([N((i(1)]exp((((N((i(1))ti)
	Exp((((N(i(1)ti)
	([N((i(1)]

	Schick-Wolverton
	([N((i(1)]tiexp(((([N((i(1)]ti2)(2)
	Exp(((([N((i(1)]ti2)(2)
	([N((i(1)]ti

	J-M Geometric
	Dki(1exp((Dki(1ti)
	Exp((Dki(1ti)
	Exp((Dki(1)

	Goel-Okumoto
	([N(p(i(1)]exp((([N(p(i(1)]ti)
	Exp((([N(p(i(1)]ti)
	([N(p(i(1)]

	Littlewood-Verrall
	([((i)((ti+((i)]([1((ti+((i))]


	(
({([((i)((s+((i)](
ti                      [1((s+((i))]}ds
	(((ti+((i))

	Shooman
	NA
	NA
	ti
 ( ([from 0 to ti((3(s)

ds](1(2

	Weibull
	(((t(()((1((()exp((((t(()(()()
	Exp((((t(()(()()
	(((t(()((1((()


Where

( =  a parameter to be estimated;

(  = a proportional constant, the contribution any one fault makes to the overall program;

N = the number of initial faults in the program;

ti   = the time between the (i(1) th and the i th failures;

D = initial program failure rate;

k = parameter of geometric function (0(k(1);

p = the probability of removing a failure when it occurs;

((i) = (0 + (1i or (0 + (1i2;

( = the inherent fault density of the program;

(1 = the proportion of unique instructions processed;

(2 = a bulk constant;

(3(t) = the faults corrected per instruction per unit time. 

Table 2.    Software Reliability NHPP Models TC "Table 2.    Software Reliability NHPP Models" \f D \l "1" 
	Model name


	Model type
	MVF(m(t))

	Goel-Okumoto (G-O)
	Concave
	m(t) = a(1(exp((bt))

a(t) = a

b(t) = b

	Schneidewind
	Concave
	m(t) = (a(b)(1(exp((bt))

a(t) = a

b(t) = b 

	Duane Growth
	Concave or S-shaped
	m(t) = atb
a(t) = a

b(t) = b

	Delayed S-shaped

(Yamada)
	S-shaped
	m(t) = a(1((1+bt)exp((bt))

a(t) = a

b(t) = b2t((1+bt)

	Inflection S-shaped

(Ohba)
	Concave
	m(t) = a(1(exp((bt))((1+(exp((bt))

a(t) = a

b(t) = b((1+(exp((bt))

	Musa Basic
	Concave
	m(t) = (0(1(exp(((1t))

	Musa Log
	Concave
	m(t) = a(1(exp((ct(nT))

a = k((ik=1(1(exp((cti(nT))

c = (1(knT)(ik=1ti((a(knT)(ik=1ti exp((cti(nT)


where

MVF = the mean value function;

m(t)   = expected number of errors detected by time t (“mean value function”);

a(t)    = error content function, i.e., total number of errors in the software including the   

             introduced errors at time t;

b(t)   = error detection rate per error at time t;

ti       = the observed time between the (i(1) th and the i th failure;

a       = number of failures in the program;

c       = the testing compression factor; 

T      = mean time to failure at the beginning of the test;

n       = total number of failures possible during the maintained life of the program.

2.3
Requirements for using the models TC "2.3
Requirements for using the models" \f C \l "2" 
Certain assumptions should be true for the models to produce valid results; these are provided for several models in Table 3 [Lyu].  Musa and several other models share the following group of assumptions, referred to as basic assumptions in Table 3:

1. Software is operated in a similar manner as that in which reliability predictions are to be made. 

2. Every fault has same chance of being encountered within a severity class as any other fault in that class.

3. The failures when faults are detected are independent.

 Table 3.    Assumptions for software reliability models TC "Table 3.    Assumptions for Software Reliability Models" \f D \l "1" 
	Model name
	Assumptions

	Musa Basic

Exponential
Applied after integration


	1. Basic assumptions

2. Cumulative number failures by time t, M(t), follows Poisson process with mean value function ((t) = (0 [1-exp-((1t)] where (0, (1 > 0. ((t) such that the expected number of failure occurrences for any time period is proportional to the expected number undetected faults at that time.  Finite failure model.

3. Time between failure expressed in cpu time

4. Errors contribute equally to error rate

5. Finite number of inherent errors

6. Error rate declines uniformly for every error corrected => constant error rate over time

7. Mean value function: expected number failure occurrences at anytime proportional to number undetected faults at that time

8. Execution times between failures are piecewise exponentially distributed (hazard rate for a single fault is constant)

9. Quantities of resources number fault ids, correction personnel, computer times) available are constant over segment for which the software is observed

10. Resource expenditures for the kth resource can be approximated (complicated)

11. Fault correction personnel utilization established by the limitation of fault queue length for any fault correction person. Fault queue is determined by assuming that fault correction is a Poisson process and that servers are randomly assigned in time.

12. Fault – identification personnel can be fully utilized and computer utilization is constant 

	
	13. 

	
	14. 

	Musa Log

Applied during unit to system test
	1. Basic assumptions

2. Infinite number of inherent errors

3. Logarithmic: expected number failures over time is a log function

4. NHPP. With intensity function that decreases exp. As failures occur; earlier discovered errors have greater impact on reducing failure intensity function 

5. Because of 3, failure intensity decreases exponentially with expected number failures experienced

6. Cumulative number failures by time t, M(t), follows a Poisson process. 

7. Every fault has same chance of being encountered within a severity class as any other fault in that class.[Neu]

8. The failures when faults detected are independent.[Neu]

9. Failure rate not constant; errors contribute differently to error rate



	
	10. 

	
	11. 

	Schneidewind

Exponential

Applied

During

Integration,

System test

Or 

operation


	1. Current fault rate better predictor of future behavior – changing failure rate

2. 3 forms of model: all n, from s to n; use the two groups differently

3. Basic assumptions

4. Cumulative number failures by time t, M(t), follows a Poisson process with mean value function ((t)  such that the expected number of fault occurrences for any time t to t + (t proportional to expected # of undetected faults at time t. Bounded nondecreasing function of time. Finite failure model

5. Failure intensity function ((t): exponentially decreasing function of time; ((t) = ( exp-(t Large ( implies small failure rate; small ( implies large. ( is initial failure rate at time t = 0

6. Number of faults f1, f2,... fn detected in each interval [(t0 , t1), (t1,t2), … (t(n-1)), tn]  independent for any finite collection of times t1,t2,…<tn
7. Fault correction rate is proportional to the number of faults to be corrected.     

8. Intervals over which software observed are of same length so ti = l*i, for i= 1,..n. When l (length of interval) =1 (the number), then ti = i.


The models require project data for their execution. Several use time between failure or the actual times of failure. Others use the number of faults in each testing interval. Other types of data may be used. Table 4 summarizes the data requirements [Lyu].

Table 4.    Data Requirements for Software Reliability Models TC "Table 4.    Data Requirements for Software Reliability Models" \f D \l "1" 
	#
	Data
	Model

	1. 
	Elapsed time between failures  x1, x2,... xn or actual times of failure, t1, t2,.. tn where xi = ti – t(i-1), i =1 ,…n, t0 =0
	Musa basic for execution time component; Musa-Okum log.

	2.
	Fault counts in each testing interval, f1, f2,... fn
	Schneidewind

	3.
	The available resources for both identification and correction personnel and the number of computer shifts such as PI, PF, and PC.  The utilization factor for each resource, that is, (I (=1), (I, and ( C.  The execution time coefficient of resource expenditure for each resource, that is,  (I, (f, (usually 0), and (c.
The failure coefficient of resource expenditure for each resource, that is ( I, ( F, and (C.

The maximum fault queue length Q for a fault correction personnel.  The probability P that the fault queue length is no larger than Q
	Musa basic calendar time component


2.4
Some Hardware and Software Differences Impacting Reliability Models TC "2.4
Some Hardware and Software Differences Impacting Reliability Models" \f C \l "2" 
Several differences between hardware and software may have an impact on the validity of hardware reliability models applied to software. 

The source of failure in software is a design fault, while for hardware the cause has usually been physical deterioration, a manufacturing defect, or poor quality of materials.  The hardware component is removed and another component with the same specifications replaces the defective part.  Design errors have usually been removed before manufacturing.  While sometimes a hardware component may need to be ordered, often replacements are kept on hand.  There may be some down time if the part is not readily available but the part itself does not require a corrective process adding to the downtime.

For software, a correction is made directly in the defective component, or if in a copy of the software component, the corrected copy then replaces the defective component in all versions of the software.  For software, the repair process is not a simple matter of replacing a part, and the corrective process of software may itself introduce new faults. 

Software correction time adds incorrectly to the time between faults because they imply the same assumption in the hardware reliability models that the time is counted for a continuously tested or executing system. For hardware, calendar time is close to execution time.   For software, the time between failures is in calendar time and is often not close to execution time.  There are other problems concerning the corrective process of software.  Sometimes, when strict configuration control is not in place, the wrong version of the software component may be changed. This replacement may contain previous problems or may lack features of the current version. The corrected software may not have been adequately regression-tested and may contain new faults. If not properly tested for integration with the system, it may contain additional faults.   Reliability models have not generally considered these factors. 

Hardware reliability may change during certain periods such as at initial use or at end of a useful life. Software reliability will vary during the periods of development and test because faults are introduced, discovered and then removed. The faults that lead to the failures have many causes such as incorrect logic, incorrect statements, misunderstood or incorrect requirements, incorrect input data descriptions or other mistakes in the development of the software.  It is assumed that the failure rate for software will decrease during testing and be essentially stable during operation (after an initial shake-out period). Software faults correspond to hardware design errors. In many instances both hardware and software design errors are systematic because they cause the system to fail every time certain inputs or environmental conditions are encountered.   As the traditional causes of hardware failure become less important and as the complexity of integrated chips grows, hardware design errors are becoming a significant factor in hardware failure.   Several reliability experts now claim that the fields of hardware reliability and software reliability are converging [Fried]. It is possible that accommodations in software reliability models for unique software features may ultimately benefit hardware if indeed hardware design errors grow. 
3. Applying Software Reliability Modeling at GSFC TC "3.    Applying Software Reliability Modeling at GSFC" \f C \l "1" 
Although hardware and software are different, software reliability models based on hardware reliability models have been developed and used in industry. Some issues that may affect their usage at GSFC include:

· The modeling process 

· Data collection requirements

· Availability of software tools to support these models

· Difficulties of using the models and interpreting their results and

· Options for using software reliability modeling at GSFC.

3.1
The Modeling Process TC "3.1
The Modeling Process" \f C \l "2" 
The current software reliability modeling process is based on features of hardware. While some models compensate for some differences, overall they do not. Schneidewind, for example, discounts the earlier part of the software failure history because the software gets corrected and therefore the earlier number of failures does not affect the current failure rate.  Some models exercise the system to identify the mean time to next failure and assume that the system has been tested after debugging with no failures observed. The models assume that the system is exercised in circumstances very similar to the final operating environment.  Usually software reliability growth models are used during debugging to predict when the mean time to failure is large enough to release the software [Hamlet]. 

The AIAA’s Recommended Practice for Software Reliability defines a formal procedure of eleven steps for software reliability estimation [AIAA].   The first three pertain to establishing requirements for the system and are outside this discussion.  Another, defining failure, is accomplished by NASA guidelines on defining non-conformances [GPG] and by the project’s requirements on the data they will collect for their defect tracking system.  The software reliability analyst may help to establish those requirements.  The remaining steps are essential to software reliability modeling and some may require interaction between project members and the reliability analyst. They include:

· Characterizing the operational environment

· Selecting tests

· Selecting the models 

· Collecting data

· Estimating parameters

· Validating the model, and

· Performing analysis. 

Characterizing the operational environment. The purpose of reliability measurement is to assign some reliability measure to a system, such as predicting the number of faults remaining, the number of failures expected in a given time, how much time is needed to find a specified number of faults, or the probability of operating without failure in a specified time.  Systems are made of components and reliability measures may be determined for them rather than the entire system or for the entire system rather than the components.  Hence, the analyst needs to know the system configuration either to allocate system reliability to component reliabilities or to combine component reliabilities to establish system reliability.  The system may evolve with new code or components and these may affect usage of the reliability estimations. Finally, the system operational profile may show how different modes are utilized and may need to have separate reliability tracking for them. 

Test approach. The analyst needs to know the testing approach because it may influence how the failure data are used; this issue is discussed with data collection.  

Model selection. Model selection is complex. Fortunately, software tools ease this complexity but it is worthwhile to list here the criteria for model selection: 

· predictive validity 

· ease of parameter measurement (e.g., the amount of data should be ~5 times as much as the number of parameters)

· quality of assumptions

· capability

· applicability

· simplicity

· insensitivity to noise (calendar instead of execution time)  [AIAA].

Predictive validity addresses the forecast quality of each model and is usually determined by a goodness-of-fit test.  Most of the models have parameters that need to be determined before the equations of the model can be solved.  Fortunately, the tool used in this study performs these determinations. 

On the other hand, matching a project to the assumptions of a model may not be easy.  The assumptions need to be as close to the actual project testing and operational environment as possible. These include features such as test inputs randomly encountering faults, effects of all failures being independent, test space covering the use space, all failures observed when they occur, or faults removed on discovery are not counted again.  For example, assumptions of the Schneidewind and Musa models shown in Table 3 are extensive and differ. The development and test staffs need to interact with the analyst to determine which assumptions hold for a specific project.  The project staff may identify as many true or false assumptions as possible. After that, it becomes a guessing game.  The modeling tools do not perform this function.

Capability refers to the ability of a model to estimate other reliability measurements such as the mean-time-to-failure (MTTF) or the confidence intervals for estimated parameters.  The tool used in this study provides these measurements for each model. 

Each model may accommodate different development and operational environments and therefore should consider features such as evolving software, failure severity classification, incomplete failure data, multiple installations of the same software, and project environments departing from the model assumptions.  A model’s applicability is determined by how well it accommodates a project’s special features. 

Simplicity refers to three time-consuming and expensive parts of reliability measurement: the data collection process, the modeling concepts, and implementation. Data collection and tools to implement the models are discussed in Sections 3.2 and 3.3 of this report. The simpler the modeling concepts, the easier to understand the assumptions, estimate the parameters, and interpret the results. 

A model’s results should not be biased by noise. For software reliability, the usual noise is the time component.  For hardware, calendar time may provide a continuous variable, especially for wear-out, or may provide a continuous execution time. For software, failure data usually are provided in calendar time, rather than execution time, but calendar time does not necessarily provide a continuous variable. Adjustments need to be made to get as close as possible to execution time. Calendar time can be especially difficult to adjust if the data collection system only records the date of the failure but not the number of hours (or days) spent testing.  The analyst can assign a test interval of a day but then must know whether testing occurs on weekends and holidays. Or, the interval could be a week but possibly no testing was performed during a period of one or more weeks.   Correct modeling relative to the time interval is essential for model validity.

Data collection.  Data collection of any type, in any environment, in any domain, is almost always resisted and difficult to achieve. For that reason, the analyst must clearly state the objectives for the data and request only the data essential to successful use of the models.  Because the right kind of data is crucial to the success of software reliability modeling, Section 3.2 describes features of data collected in a current data collection system at GSFC and the transformation of that data for use with software reliability models. 

The analyst must remember that if data requests are too intrusive on the project, costs and schedules suffer and project cooperation may go rapidly to zero. The project and the analyst will benefit from discussions about the project’s development and test processes and about the system description. The analyst must keep the data collectors motivated, get access to the data quickly and review it promptly. 

Parameter estimation.  Three common methods for parameter estimation include the method of moments, least squares, and maximum likelihood estimation. The tool used in this study performs maximum likelihood estimation, the most commonly used approach. 

Model validation. All of the software models in the SMERFS^3 tool have been used in industry, often the industry for which the model’s designer first exercised the model.  When the domain changes, then, one needs to examine the model’s assumptions very carefully to assure that the model is valid in this new domain and even for a new project within a domain.  Should we expect the models to produce similar results for a specific project? One answer comes from Littlewood, “Different software reliability models can produce very different answers when called upon to predict future reliability in a reliability growth context.  Users need to know which, if any, of the competing predictions are trustworthy.  Some techniques are presented which form the basis of a partial solution to this problem.  In addition, it is shown that this approach can point the way towards more accurate prediction via models which learn from past behaviour” [Little]. 

Dr. Farr ‘s chapter in [Lyu] cautions us to be careful about a model’s assumptions, for some are unforgiving, for example, Schneidewind’s model assumes the time intervals over which the failures are observed are equal.  Others may be violated, such as the distributional one about the number of failures per unit time, and still credibly fit the data. The Brocklehurst-Littlewood chapter in [Lyu] provides a partial solution to this problem.  It is difficult to characterize programs that fit specific models because programs differ so widely in the problem being solved, development practices, architecture, degree of fault tolerance and other features.  The models themselves make fairly crude assumptions about what may be a complex failure process. A way around this situation may be to evaluate each model’s predictive accuracy upon each data set that is analyzed, that is, compare a prediction with an actual observation of a program. 

This potential solution to model validity may seem complex, but the discussion of SMERFS^3 in Section 3.3 suggests that this approach is manageable. SMERFS^3 exercises several models, which are either time-between-failure models or failure count models.  The time to run the program is trivial. The real problem is that of collecting and preparing the data at frequent intervals.  

Analysis.  Once all the previous steps have been performed, the analyst executes the tool for the selected model(s). The difficult part is that the analyst must study the results. One reason is to determine if the timeline should be changed. Another is to decide what values to enter to enable predictions.  The analyst may have selected several models and may need to determine which is the better fit for the project. 

Software reliability modeling is only one of many methods to aid in measuring software reliability. Others may include inspections, testing, change control boards, metrics gathered from these and other methods.  In a paper addressing software reliability modeling for Shuttle software, Schneidewind suggests that perhaps most important for understanding software reliability measurements are experience and judgment [Schneid].

3.2
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Many projects at GSFC already collect nonconformance data during test and operation. To place failures in the context of nonconformances for this study, failures are nonconformances that caused the system or component not to perform a required function within specified limits, or the termination of the ability of a functional unit to perform its required function, or caused program operation to depart from program requirements.  

At GSFC, some projects use a Distributed Defect Tracking System (DDTS) to collect nonconformance data. The data are used primarily for managing and tracking non-conformances.  For reliability prediction and estimation, it is important for the analyst to review the data when it is collected and to keep information about the system and all the activities in developing, testing, and debugging and correcting it.  The analyst may not have direct access to the DDTS. 

Several projects have their own implementation of the DDTS, each possibly with slight variations in the data collected.   Each is a distributed system with many people with different project responsibilities having access rights.  Data are entered and housed in the resident database for each project’s system.  In some cases, data from that database may be offloaded elsewhere for other purposes.  The data manipulation discussion deals with using the offloaded, rather than the direct database, version of the data.   It is likely that an analyst who may not be directly aligned with the project will work with the offloaded data. 

Issues regarding the data are:

· data content and validity from the DDTS, and

· sorting of DDTS data by dates, test activities, and components, and 

· transformation to data needed by software reliability modeling.

Data content.  The software reliability modeling data requirements appear to be simple: usually either the number of faults in a time interval or the time between the fault occurrences.  The problem is the large amount of information that must be known to reduce data to that simplicity, unless the DDTS collects data in exactly the right form.   Most likely, for a specific project, data from all testing activities for all components are entered into the system. Therefore specific information that the analyst must be able to extract consists of the activity that found the failure, the date of the failure, severity of the failure. Other dates such as date the correction began and date the correction was completed are important for the proposed improvements to software reliability modeling. The analyst must be able to define equal time intervals, e.g., 1 day.  When the timeline is long and occurs over holidays or weekends, then it is important to know if testing occurred during those periods. When failures are not recorded for an interval, the analyst needs to know if testing occurred during that time. Was fault correction occurring? The size or number of test intervals must accommodate the fact of any interval with more than one tester.  

Because the defect tracking systems appear to be used across the entire project, the analyst should understand the testing approach concerning integration of components and how they are identified within the tracking system. Data must be sorted by components as they are tested.  The analyst needs to discuss with the project staff exactly what data are stored in the DDTS to be able to get valid data for the modeling.  If the project does not collect appropriate data, then either modeling cannot be used for that project or the requirements for data collection need to be changed. It would be best for the analyst to look at a project’s DDTS frequently to validate that the data have been entered correctly and in a timely manner.  

Some initial considerations for modeling purposes include:

· the data should be collected from integration test through operation 

· extensive changes should not be routinely made, that is, software cannot be changing so fast that data gathered one day is radically different from another day

· the data should provide an indicator of the type of testing, e.g., component testing, integration testing, or system testing, including names of components.

To emphasize again, the analyst must have information about the validity of the data, including but not limited to its history, other events occurring when the data were collected, how accurate the date submitted is relative to the date actually found and especially the dates of testing.   

Some of the models may be used at unit or integration test, but most are used during system testing and operation. Failure data in the form of time between failure or the failure count within equal time intervals is the input to software reliability modeling.  Each model uses data that meet assumptions about failure rate and intensity and fit a curve implied by the model’s mathematics.   

Data manipulation.  When the analyst has direct access to data in a project’s DDTS many of the difficulties may be eliminated because of the ease of sorting and transforming that may be provided by database capabilities.  Unless the data are provided to an analyst in a database or spreadsheet, the offloaded data consist of one text file for every database record.  Some effort must be expended to transfer the data into a spreadsheet or other medium such that an analyst can filter and rearrange the data to satisfy the input requirements of any software reliability modeling tool.  

The effort consists of developing a script to reduce the test files of data to only those fields of interest.  Then the data need to be put into a database or spreadsheet.  The data may be further reduced by some of the project parameters, for example, faults at severity 1-3 may be corrected at a higher priority than those at severity 4 and 5.   The models would use only those at the higher priority of correction.  Data may be needed only for certain components and must be sorted out. The data for an analysis must come from the same testing activity and are extracted from the date of discovery and the number of faults found on the same date.  The specific tool used in this study requires a text file of either the number of faults found in every time interval or the number of time intervals between faults.  This transformation may require considerable manipulation of the DDTS data. 
3.3
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Software support is a valuable resource because the reliability models require several complicated steps engaging mathematical or statistical algorithms. Several software tools have been built to implement several of the models. Recent WEB searches identify basically the same tools from a survey conducted in the early 1990s and those listed in the AIAA recommended practices [Stark] [AIAA].  A compact disc (CD) containing several tools is provided with the Software Reliability Handbook [Lyu]. While some tools implement a single model, a couple of tools exercise several of the models.  Both CASRE and SMERFS are included on the CD in Lyu and both employ several of the models. 

CASRE uses the code of the algorithms of the models from SMERFS. SMERFS has been modernized and is now called SMERFS^3 to indicate the latest version. Table 5 shows the models contained in SMERFS^3
; these are known to be used in industry.   While this version has not been officially released, it is easier to use than earlier versions because of the user interface.  One method for selecting and using new technology in industry is to have an expert in the technology provide guidance [ZELK98].  Because expert help was available from Dr. Farr, SMERFS^3 became the baseline tool supporting this study.

Table 5.    Software reliability models in SMERFS^3 TC "Table 5.    Software reliability models in SMERFS^3" \f D \l "1" 
	Interval Data Models

	   Brooks and Motley’s Binomial Model

	   Brooks and Motley’s Poisson Model

	   Generalized Poisson Model

	   Non-homogeneous Poisson Model

	   Schneidewind’s Model

	   Yamada’s S-Shaped Model

	Time Between Failure Models

	   Geometric Model

	   Jelinski / Moranda Model

	   Littlewood and Verrall Linear Model

	   Littlewood and Verrall Quadratic Model

	   Musa’s Basic Model

	   Musa’s Logarithmic Model

	   Non-homogeneous Poisson Model


Once the analyst has understood the project’s characteristics relative to assumptions of the models but is unsure which model is best, the analyst may reasonably permit SMERFS^3 to select the appropriate models. SMERFS^3 provides other services that free the analyst to worry only about the goodness of the failure data and the interpretation of the results.  The tool computes the parameters needed for the various models. It performs the maximum likelihood function to determine model validity.  It provides confidence intervals for the parameters for the models having them.  It allows the user to select a specific model or to have SMERFS^3 select those that are appropriate.  All interval data models use the same input and all time-between-failures use the same.  The program provides some transformation assistance between the two types of data.  To exercise several reliability models on a data file of over 300 time intervals took only seconds. 

On the downside, SMERFS^3 has not been completed and is missing the ability to save output.  Only the plots can be printed directly from SMERFS^3. Saving the output can be accomplished by saving each screen of output to and printing from another file, such as a WORD file. These deficiencies are more of a nuisance than they are serious.    

SMERFS^3 is only a tool. It does not interpret results, that is, it will not replace the intellectual ability of the analyst. The analyst must rely on knowledge about the project and judgment to understand what the results mean relative to the system’s reliability.  Even though the tool computes all the mathematics, a fair amount of understanding of the underlying mathematics and statistics is needed to interpret the results. The tool does perform curve fitting on the input data and will refuse to exercise the data on inappropriate models.  Of the models it does exercise, results may vary widely.  The parametric values are provided, but the engineer needs to understand them to decide which of the output results are meaningful.  After an engineer or analyst acquires experience, interpretation and judgment may become easier and quicker.  Execution time is in seconds but the time to prepare the data may be substantial. The time to interpret results, alter the length of the data set, and repeat the process may be overwhelming.   

An example of conducting software reliability modeling with SMERFS^3 is provided in  Appendix A. 
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Many of the projects at GSFC are large and complex and will support important NASA missions. Project managers may find software reliability modeling to be a useful tool in estimating testing times and assessing system reliability.  As with any technology new to them, they need to consider the best way to implement that technology. Three possible approaches include these:

· project staff apply the technology 

· project and SATC staff work as partners in applying the technology, and

· the SATC provides a service, such as the existing service for complexity analysis.

Usage by project staff.  Under this option, the project staff may need formal help in getting started. This could come from training provided by one of the experts in software reliability modeling. The difficulty here is that often an expert who is also the designer of a model teaches to that model. GSFC staff ideally would want an expert who can and will instruct in several of the models.  GSFC staff would need to understand several models in order to select the most appropriate for their project. It would be useful to have detailed tutorial information about the models, especially in interpreting results.  Finally, for the first usage it would be useful to have an expert monitor. The monitor could assist the staff in installing and using a software reliability tool and in preparing the data.  However the greater benefit would come from relating project characteristics to model assumptions and in interpreting model results.

Partnering.  In this arrangement project staff would have training as if they were using the technology by themselves.  SATC could assist in the initial data preparation, provide guidance in the various places of using the modeling tools where intellectual intervention and interpretation are needed, for example, in iterating with different sample sizes and in making predictions, or provide guidance in interpreting the final SMERFS results. Once a project becomes familiar with software reliability modeling, it may not need as much SATC involvement in interpreting results. 

SATC service. A project could request SATC to exercise software reliability modeling on project data. The amount of effort by SATC would depend on several items, e.g., the point in the project that SATC becomes involved, the format of the data when given to SATC, the period of time over the project’s life when SATC is involved, and the amount of analysis required.   It would be best to have SATC work with the project initially to understand how the various models’ assumptions relate to the projects.  Access to the defect tracking database may reduce SATC’s effort in converting data to tool input. In an arrangement between SATC and GSFC projects, GSFC project staff would not need to be expert in the models but would need to understand how to use the results. SATC can apply its knowledge of statistics to interpreting the results. SATC staff would need understanding of the models implemented in the tools they use, but after experience with two or more GSFC projects they may find that GSFC projects have similar characteristics and can use the same models. 

Musa states that “practitioners have found it is necessary to strictly limit the number of models they work with.  There is a substantial effort involved in becoming sufficiently familiar and proficient with a model to be able to insightfully relate that model with your software product and development process.   You will be collecting and interpreting data for your environment and the effort in doing this for numerous models is impractical.    … Two models seems to be a very good solution, and three appears to take you past the point of diminishing returns” [Musa]. The problem with restricting the use of software reliability modeling to only two models is that the analyst may not know a priori which models are appropriate to the data.
4. Modeling the Fault Correction Process
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In general, software reliability models have focused on modeling and predicting failure occurrence and have not given equal priority to modeling the fault correction process. However, there is a need for fault correction prediction, because there are important applications that fault correction modeling and prediction support: predicting whether reliability goals have been achieved, developing stopping rules for testing, formulating test strategies, and rationally allocating test resources. Because these factors are related, we integrate them initially into the Schneidewind model.

Our modeling approach involves relating fault correction to failure prediction, with a time delay between failure detection and fault correction, represented by a random variable whose distribution parameters are estimated from observed data. Our original contribution is the quantification of the relationship between fault correction delay and reliability goals, which provides the software engineer with information for making informed decisions about meeting reliability goals, developing test strategies and allocating test resources. In addition, we contribute to the state of the practice by providing a comprehensive model with both failure detection and fault correction predictions. 

It is imperative to include fault correction in reliability modeling and prediction because without it, predictions will understate the reliability of the software. It is important for the field of software reliability engineering to give more emphasis to this issue. Our research is an attempt to provide a framework for integrating failure prediction and fault correction. We have developed a number of equations for assessing the improvement in reliability resulting from fault correction. In addition, we have shown examples of how they apply to stopping rules for testing and prioritization of tests and test resources. We shown that the number of remaining faults is better than the fault correction rate for assessing reliability and prioritizing tests because the former can be used with a reliability threshold to predict how much testing would be required to meet the reliability goal.  

We found that the most important factor in fault correction modeling is the delay between failure detection and fault correction. We modeled this factor, using the concept of a fault correction queuing service with exponentially distributed delay – a highly statistically significant empirical result based on Shuttle data. We assumed that fault correction would commence with failure detection and that the delay would be equal to fault correction time. This assumption is valid for organizations that choose to keep their software updated with corrections in the current release. 

An operational increment (OI) is a software system comprised of modules and configured from a series of builds to meet Shuttle mission functional requirements. We obtained good validation results for two of the three OIs evaluated. The third OI served as a lesson learned that we will apply to future work on the NASA Goddard software project. We will investigate whether fault corrections are postponed and, if so, whether we can model this delay. This will be a challenge because, whereas failure detection is a machine process, fault correction is part human process (deciding when to implement a correction and analyzing how to make the correction) and part machine process (verifying the correction on a computer). The human component is difficult to generalize for inclusion in the model. It may be necessary to use an empirical distribution on each project or set of projects. 

We were unable to validate maximum fault correction delay because, as stated, many fault corrections in the Shuttle are postponed to future releases. However, our theoretical finding that the maximum delay is independent of its distribution is significant. This delay is based on the assumption that corrections are made in the current release. In a future effort, we will attempt to collect data with various delay distributions to confirm or reject this finding.  

Appendix B includes a complete discussion of the challenges of model validation, given the difficulties in collecting complete and accurate failure and fault data. It includes the equations for this fault correction improvement. Finally, it includes a summary and conclusions about the applicability and validity of the model.
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Software reliability modeling may provide one measurement to be used in combination with other metrics to assess a software system’s reliability.  Software reliability modeling is a class of mathematical and statistical algorithms based on the mathematics used in hardware reliability modeling.  The variable time works well in general reliability modeling because the failures occurring in materials are usually caused by depreciation of the materials over time. Many other factors may cause software failure and one in particular is that software failures are due to faults in the design whereas design faults are generally worked out before materials are manufactured.  Nevertheless, the software reliability models evolved from general reliability theory. 

This project has shown that

· Most of the mathematics used in reliability engineering has been applied to software reliability engineering.

· Modifications to some software models may accommodate some differences between hardware and software.

· Major effort is needed to introduce software reliability modeling techniques into an organization.

· Use of the models requires careful data collection and transformation.  The process may possibly be made simpler by developing macros for manipulating the data in databases and spreadsheets.

· Because no two models provide exactly the same answers, care must be taken to select the most appropriate model for a project and in not giving too much weight to the value of the results.

· Results of software models need to be carefully interpreted and weighed along with other metrics found during development of a software system.

· At least one public domain software tool, SMERFS^3, exists and removes some of the guesswork and complexity in using these models.  The tool will exercise several models within seconds.

A recommendation from this study is to use the reliability measurements from modeling as only one of many data points for an assessment of a system’s reliability.  This measurement method may be introduced to NASA as a SATC service or may be used directly by the projects, perhaps partnering with SATC. 

Another recommendation is to consider new methods of measurement, such as non-parametric models for software reliability. Finally, another recommendation is to consider defining a framework of all the metrics across people, process, and product that contribute to software reliability and a method to weigh and sum the metrics.
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To understand better the process of software reliability modeling described in Section 3 of this report, we applied it to two GSFC projects with data collected during integration of a component of each project. Fortunately software tools provide the curve-fitting and goodness-of-fit tests needed to model the failure data. They compute the algorithms for each model and plot the results. One tool that reduces the difficulty of software reliability modeling is the Software Modeling and Estimation of Reliability Functions for Software (SMERFS), developed under the direction of Dr. William B. Farr of the Naval Surface Warfare Center, Dahlgren, Virginia.  It performs the curve-fitting, model selection and execution, and statistical analysis for several software reliability models. Except for user features, features of SMERFS concerning the models are likely to be similar to any other software reliability modeling tools. 

Dr. Farr generously allowed us to use a copy of the tool in its current but as yet unreleased version, called SMERFS^3.   He also provided guidance to us in using the tool and in understanding the modeling process. This version of SMERFS^3 has a modern graphical interface that made it easy to use immediately on our Windows PCs. 

We describe this experience with software reliability modeling to characterize the advantages and the constraints of using this measurement technique. While the tool reduces manual computations, questions remain about other tasks. For example, what other tedious tasks may not be reduced and how much knowledge of the mathematics would a user need to interpret the results? We show pitfalls that may entrap those who do not analyze their project characteristics and data before exercising SMERFS^3 on failure data. We describe the steps necessary before applying SMERFS^S and the process of using the tool. We show examples of input and output.   Finally we discuss some lessons learned.

A.1
Initial Process Steps TC "A.1
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Data from two projects was available to us from the defect tracking systems (DDTS) they employed. In one case we had no other information about the project and in the other we at least had a description of the variables in the defect tracking system and some information about testing schedules. We could not develop a true characterization of the operational environment or the various test activities and their relationships to the pieces of the software system.  Given those constraints, we prepared the data for the modeling process. 

Of the many data fields of both projects, only a few were significant.  These were the dates the failures occurred, the activity or phase in which they were found, and their severity level.  The severity level mattered because corrections of non-conformances at lower severity levels were deferred and may have reappeared in later testing.   The activity or phase was the only information for sorting the failure data by software component or subsystem.  The date provided the link to time-between-failure and to the failure count for a time interval.  If we chose time intervals of a day, we had to find calendars for the dates involved to eliminate weekends and holidays.  While it was much simpler to use intervals of a week or a month, we still needed to map those time periods properly and to ensure we had enough data for these larger intervals.  We chose months only for the second project.  Regardless of whether the data was in a database or spreadsheet, manipulation and reduction to forms needed by the models took a significant amount of time. The process is error-prone and requires verification.  

A.2
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SMERFS^3 is very easy to execute because its pull-down menus are concise and leave little room for misunderstanding. The user is asked to specify whether the input is time-between-failure or interval data.  For time-between-failure data, the menu in Figure A1 requests more information about the data format;  for software models only the first two columns are needed.  For interval models, failure counts for every interval, even those without failures, must be provided.
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The user may select the models to be executed but unless the user has already selected a model from previous use with the same type of data, it is better to let SMERFS^3 do the selections with accuracy analyses for the models.  If the data are grossly inappropriate for a model, the tool will inform the user. 
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We applied software reliability modeling to two projects that have data spanning several years. For Project 1 we chose integration testing for subsystem 1 spanning 26 months, or, 110 weeks.   The data indicate that only 1 failure occurred at month 12 and at month 26 with no failures during the intervening months. Month 11 had 27 failures with a peak of 28 failures in month 2.     WE chose interval data, but the intervals appeared too large for monthly data. We exercised the data at 69 weeks, and 110 weeks to see if predictions made at 69 weeks would indicate the full 130 faults found at 110 weeks. There were 129 faults at 69 weeks.   Not all curves for the acceptable models show because some produced same results, e.g., the two Brooks-Motley models, the Generalized Poisson models, and NHPP and Schneidewind Treatment 1. In Figure A2 observed faults are indicated by the squares.
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Figure A2.  Results for Weekly Intervals, Integration Test, Subsystem 1.

 TC    "Figure A2.  Results for Weekly Intervals, Integration Rest, Subsystem 1." \f E \l "1” 
The number of observed failures varied widely in the first weeks, as is anticipated. Then, the number of failures leveled off and reliability growth occurred.  For each model, a chart such as in Figure A3 indicates the estimate of remaining failures. The users enters data so that the model produces a prediction for the number of faults  remaining by using variations of each model’s algorithms with its calculated parametric values. Of course if the estimated number of faults is less than 1., then a prediction cannot be made. The user may enter data to estimate how many test intervals are needed to find N faults or to make variations of that estimate. Some possible predictions are indicated in Figure A3.  This model also produces confidence intervals.  All of the models produce Chi-square values to indicate how good the curve fit is to the input data.  The analyst uses all of this information to determine which model to use. 
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Figure A3.  Sample of Output for a Specific Model TC "Figure A3.  Sample of Output for a Specific Model" \f E \l "1" 
A major pitfall in software reliability modeling is selecting the model that best fits the data.  Using Chi-square fits and confidence intervals helps as does comparing results of same data   using one shorter and one longer set of observed values for predictions. Table A1 summarizes the output for the interval data of 69 weeks, for the models that produce confidence intervals.  The model that produced the prediction closest to what we know to be true based on the 110 weeks of data is Yamada. When using software reliability modeling, of course, one is interested in predicting out into the future as far as possible, further than the time of observed failure data. 

Table A1. Summary of 3 Models for Interval Data of 69 weeks TC "Table A1. Summary of 3 Models for Interval Data of 69 Weeks" \f D \l "1" 
		LCI

	Prob

	UCI

	L.CI

	TNF

	UCI

	LCI

	TNFR

	UCI

	Chi2

	Pred


	GP-2

	.027

	.035

	.043

	 137.8

	139.3

	140.8

	8.882

	10.339

	11.85

	127

	.362


	NHPP

	.022

	.032

	.042

	129

	144

	171

	0

	15

	42.3

	58.6

	4.212


	Yama

	.072

	.084

	.096

	129

	131.68

	154.3

	0

	2.68

	25.37

	117.8

	1.384



	GP-2: Generalized Poisson


TNF: total number failures

NHPP: Non-homogeneous Poisson

TNFR: total number failures remaining

Yama: Yamada



LCI: lower 95% confidence interval

Prob: probability of detecting faults

UCI: Upper 95% confidence interval

Chi2: chi-squared value
                       Pred:
number of faults predicted in next 10

                                                                                    Test periods                 




We also had access to a commercial tool, Loglet Lab
, which is used for growth estimation for complex data, such as population growth or bacterial growth.   Whereas the reliability models generally show exponential decay (negative exponential), Loglet Lab uses exponential growth (positive exponential).  In Figure A4, Loglet Lab estimated out to 40 months and indicated zero growth, in this case meaning zero additional failures. By examining results of both tools, we gained confidence in the software reliability modeling results.  Loglet Lab does not produce the refined estimation and predictions that SMERFS^3 does by computing the algorithms associated with each model for predictions.  
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Figure A4.  Loglet Lab Results With Monthly Integration Failure Data

 TC "Figure A4.  Loglet Lab Results With Monthly Integration Failure Data" \f E \l "1" 
For the time between failure models, results for each data set were more diverse. Figure A5 shows the Musa Basic Model for project 2, using data from integration test with daily intervals with weekends removed, while Figure A6 shows the plots of observed and estimated values of the time-between-failure models.  Each model provides its parametric values which are then used in the equations for that model to provide predictions. For the time-between-failure models, the predictions are in different terms than those for failure count data. Examples are reliability, mean time to next failure,  and intensity function. 
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Figure A5.  Sample Output for Time Between Failure TC “Figure A5.  Sample Output for Time Between Failure” \f E \l “1” 
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Figure A6.  Observed, Estimated Values for Time-Between Failure Models TC "Figure A6.  Observed, Estimated Values for Time-Between Failure Models" \f E \l "1" 
A.4
Lessons Learned TC "A.4
Lessons Learned" \f C \l "2" 
When we began the software reliability modeling process on the first set of data, we had no experience with either SMERFS^3 or data from any of the defect tracking systems.   

To ease difficulty in learning how to use SMERFS^3, we recommend a brief tutorial with one set of input data of interval type and one of time between failure type, along with output and interpretation for each.  Within a couple hours anyone could understand how this tool can be used for software reliability modeling. We believe that once an analyst has applied the SMERFS^3 tool, he will have little or no future difficulty utilizing it.  While each run with SMERFS^3 is almost instantaneous, an analyst needs to have reports with the charts and plots for people without access to the tool. Saving the data to a file accessible by other people or printers took some manipulation. As SMERFS^3 matures, some of the problems with printing or saving output may disappear. Lessons are to prepare a simple tutorial to be used with SMERFS^3 and to save each screen output to a WORD file. A macro may ease the difficulty of manipulating screen outputs in a file. 

Data issues are somewhat more involved and concern either data collection or data manipulation. Most GSFC projects span several years.  The defect tracking systems provide data for monitoring the status of non-conformances.  Records for test schedules and staffing levels do not appear in the database but without this information the time between failures may be incorrect. It may also be misleading when there are no failures for consecutive intervals because it is not clear if testing has occurred during those intervals. If not, then the intervals need to be adjusted. Similarly two people conducting tests instead of one person changes the interval size.  The lesson is that test schedule information and staffing levels should be required information in the tracking system and should be made available to the analyst.  Data input must be constructed so that the failures are from the same software; therefore failures should relate to the software. The “activity” field almost accomplishes this, but could be enhanced with another field.  The lesson here is to require the software field in the tracking system. If some fault corrections are deferred indefinitely, then they should be labeled accordingly.   Addressing these lessons should satisfy the data collection concerns. 

The analyst needs to manipulate the data considerably to organize it by software type and test activity, then by data and finally by count. These are manual and highly error-prone tasks. Macros to ease the difficulty of manipulating the project data in a spreadsheet may mitigate these concerns.  

The remaining step, interpretation of results, is probably the most difficult aspect of software reliability modeling.  It also depends on how well the data were interpreted in the first place. Therefore, the first lesson is that the analyst must work carefully with project staff to understand the organization, test schedule, and operational environment of the software. SMERFS^3 produces statistical information to aid the analyst in selecting the best model for the data and in evaluating the estimates.  A second lesson is that training in how to apply the results would remove the final hurdle to making this technology a practical instrument at GSFC for software reliability measurement. Finally, there are some supporting computations that could be handled by a spreadsheet. 

 Appendix B. Improvements to a Software Reliability Model
 TC "Appendix B. Improvements to a Software Reliability Model" \f C \l "1" 
There is a need for greater emphasis on fault correction modeling and prediction in software reliability models. This need stems from the fact that the fault correction process is vital to ensuring high quality software. If we only address failure prediction, reliability assessment will be incomplete because it would not reflect the reliability of the software resulting from fault correction. This view is shared by Xie, who laments that fault correction prediction is absent in most software reliability models [XIE92]. In addition to achieving greater accuracy in reliability prediction, there are by-product benefits associated with fault correction prediction as follows:

a. Predicting whether reliability goals have been achieved: If no predictions are made of the number of faults to be corrected, fault correction rate, and fault correction time, accurate prediction of reliability cannot be obtained.  

b. Providing stopping rules for testing as follows: (1) The predicted number of remaining faults is less than or equal to a specified critical value and (2) The fault correction rate asymptotically approaches zero.

c. Prioritizing tests and allocating test resources: Software with high values of number of remaining faults and low fault correction rates are given high priority in testing and allocation of resources, such as personnel and computer time.

Because the attainment of reliability goals (item a) is related to test strategies (items b and c), these factors are integrated in our model.
 Although we illustrate fault correction modeling using a particular model, the approach is general and could be applied to all software reliability growth models.

Our research hypothesis is that fault correction can be modeled with a function that has the same form as the failure detection function but with a random delay that accounts for fault correction time. The validation of this hypothesis is addressed in section B.3. The originality of this contribution is the development of equations that relate the delay between failure detection and fault correction and the allowable remaining faults, as explained in section B.2. Thus, in practice, it would be possible to predict how much delay in the correction process could be tolerated in order to meet reliability goals at a given time in test or operation. One contribution to the state of the practice is a comprehensive prediction model that contains both failure prediction and fault correction. Another contribution is to remind the software engineering community of the importance of the fault correction component of software reliability. Too often, there is emphasis on the failure and fault detection process, as reliability criteria, to the exclusion of the fault correction process. For example, Jeske and Qureshi state that the failure rate is an important criterion in deciding when the software is ready to be released and they assume that when faults are discovered, they are immediately removed; apparently, faults are removed with zero correction time [JES00]. Huang et al indicate that the number of faults at the beginning of test will not normally be changed except for imperfect debugging when switching from testing to operation [HAU00]. We observe that whether there is perfect or imperfect debugging, the number of faults will change as additional failures occur and as faults are corrected. Singpurwalla [SIN91] states that the decision to test for additional time T*, after having tested for time T, depends on the number of bugs encountered in time T. We contend that the decision should depend on the number of remaining faults at time T, as we will explain. 

Dalal and McIntosh have an interesting model that combines economic and remaining faults criteria as the rule for when to stop testing [DAL94]. However, their model applies to commercial systems with a large number of faults, whereas our interest is in safety critical systems like the Shuttle with a small number of faults. Additional economic models that recognize the cost of fault correction in the stopping rule are those of Ehrlich et al [EHR 93] and Dalal and Mallows [DAL88]. Although cost is important in commercial software, the focus of our research is on increasing the accuracy of predicting the software reliability of safety critical systems by including the fault correction process.

Gokhale and colleagues have addressed the issue of delayed fault correction, when the delay is caused by the queuing of faults to be removed or by the presence of latent faults that are difficult to remove [GOK97]. However, this is not the same as the delay mentioned in section B.1.1 below that is the result of a decision by the developing organization to defer fault correction until the removal of a fault becomes critical to the operation of the software. They also model the possibility of imperfect fault repair (i.e., a fault may not be entirely corrected or a new fault may be inserted during the repair operation) [GOK96]. They use a non-homogeneous Markov Chain to represent a non-homogeneous Poisson process to model failure detection and fault correction. Their approach is interesting and provides greater flexibility than analytical models like ours in a variety of fault correction scenarios. However, analytical models provide greater visibility of the relationships between factors that influence the fault correction process than do complex Markov Chain diagrams. In addition, their models have not been validated against real-world projects. In contrast, we have provided validation tests in Tables B.1, B.2, and B.3 for the Shuttle.   

The delayed S-shaped model has the interesting characteristic of an initial increasing failure intensity function, as the test team becomes familiar with the software, reaches a maximum, and then asymptotically approaches zero with test time, as it becomes more difficult to detect failures. Thus, this model gets its name from a delay in failure detection and not fault correction, because an assumption of the model is that faults are corrected immediately without introducing new ones [LYU96].

This appendix contains the following sections: B.1. Fault Correction Prediction Model Components, B.2. Applications, B.3. Validation, and B.4. Summary.

B.1
 Fault Correction Prediction Model Components TC "B.1
Fault Correction Prediction Model Components" \f C \l "2" 
This section develops the equations of the components of the fault correction prediction model, where all references to “time” are elapsed or wall clock times. These components include the following: failure and fault correction counts, measures of progress in fault correction; and stopping rules for testing to achieve specified reliability goals. The objective is to provide the software engineer with a comprehensive set of predictions for assessing and controlling the reliability of software in test and operation. In addition, we discuss model assumptions and the consequences to model applicability if the assumptions are not met in practice.

B.1.1    Fault Correction Delay TC "B.1.1    Fault Correction Delay" \f C \l "2" 
Our approach to fault correction prediction is to relate it to failure prediction, introducing a delay dT, between failure detection and the completion of fault correction (i.e., fault correction time). We  assume that the rate of fault correction is proportional to the rate of failure detection [SCH75]. In other words, we assume that fault correction keeps up with failure detection, except for the delay dT. If this assumption is not met in practice, the model will underestimate the remaining faults in the code. Thus, the model provides a lower bound on remaining faults (i.e., the remaining faults would be no less than the prediction). Using this assumption, the number of faults corrected at time T, C (T), would have the same form as the number of failures detected at time T, D (T), but delayed by the interval dT. Interestingly, in the Smidts’ model, she recognizes that fault repair time affects reliability and assumes the same form between fault detection and repair of commission-related faults: both follow an NHPP with different failure intensities [SMI99]. In our model, failure detection and fault correction both follow an NHPP but with a delay factor in the latter. Originally, we used a constant dT, which was estimated from the empirical data [SCH75]. As pointed out by Xie, this assumption is too restrictive [XIE92]. He suggests modeling the delay as an increasing function of test time. However, we have not found this to be the case in either the Shuttle or Goddard Space Flight Center (GSFC) data, where the fault correction time appears to be primarily a function of the difficulty of the correction and independent of when the correction occurs. In order to improve the model, we use a random variable for the delay dT. For the Shuttle, this variable was found to be exponentially distributed with mean fault correction time 1/m, where m is the mean fault correction rate in the intervals dT. This distribution was confirmed for the Shuttle, using a sample of 85 fault correction times and the Kolmogorov-Smirnof test, resulting in p = 0. In addition, Musa found that failure correction times were exponentially distributed for 178 failure corrections [MUS87]. For other projects, which may have other distributions, the appropriate distribution would be used in the model, as determined by statistical tests. However, the same overall modeling approach would be used, as we will describe.

In the model, there are the following possibilities: a single failure may occur or multiple failures may occur simultaneously; a single fault may be corrected or multiple faults may be corrected in concurrent efforts; failures may occur as faults are corrected; and a variable delay of dT, which could be zero, must occur between a failure detection and fault correction. In addition, we assume that the fault correction starts when failures are detected. This assumption is related to the previous assumption of fault correction keeping current with failure detection. In some cases, a software developer may choose to postpone a non-critical fault correction for several releases because it has obtained a waiver to not make the correction in the current release. We do not attempt to model this human, case-by-case decision process in the current model. Our current model is based on keeping the software updated with corrections in the current release. In addition, the model does not include the possibility of introducing a fault when correcting one; there is no data available for the Shuttle regarding this factor. These are important factors, but they are beyond the scope of this effort; these factors will be addressed in a future effort, involving the use of GSFC data. Fault mitigation methods, such as fault tolerance, (the Shuttle has four active computers and a fifth backup) are reflected in the model as a reduction in the number of failures from what would be experienced with no fault tolerance; this result, in turn, decreases the model’s failure rate parameters and predicted number of failures.

It is well known that various human queue service times at supermarket checkout stands, gas stations, bank tellers, airline passenger agent stations, etc. can be approximated with an exponential distribution [KLE75], and can be modeled as a birth-death process, where in our case a birth is a detected failure and a death is a corrected fault. Although the parameters of the correction time distribution would be different from those of the cited applications (e.g., longer mean time), the same type (i.e., exponential) distribution is assumed. Musa uses this type of queuing model in his failure correction process [MUS87]. The concept of a fault correction queue is shown in Figure 1
.
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 TC "Figure 1.    Concept of Fault Correction Service" \f E \l "1" 
Due to the great variability in fault correction time that we have found in both the Shuttle and GSFC data, we emphasize predicting limits instead of expected values. This concept is shown in Figure 2. For a given mean fault correction rate m, the cumulative probability distribution F (dT) of the fault correction delay dT is used to specify upper and lower limits of dT. These limits are dTU and dTL, corresponding to FU and FL, respectively. The concept is to bound the delay time, for example at FU = .9 and FL = .1, as shown in the figure, and to use these limits in the fault correction predictions. Thus, when making predictions, there would be high confidence that actual values lie within the limits (e.g., probability of .80). The equation for F (dT), corresponding to Figure 2 for the exponential distribution, is given by (1):

F (dT) = 1– exp (- (m) (dT)).
   (1).

Equation (1) is manipulated to produce equation (2), which would be used to compute the limits of dT, applying the specified limit values of F (dT):

dT = (-log (1 – F (dT)))/m.




(2).


[image: image9.wmf]Figure 2. Distribution Function of Fault Correction Delay

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.0

20.0

40.0

60.0

80.0

100.0

dT (hours)

F (dT)

F

L

F

U

dT

L

dT

U

m


 TC "Figure 2.    Distribution Function of Fault Correction Delay" \f E \l "1" 
In the examples in section B.2, predictions that require F (dT) are made using FU and not FL in order to provide conservative estimates (e.g., the probability is .90 that the number of corrected faults is less than or equal to its predicted value or .10 that it exceeds this value). The reason for this approach is to mitigate against overly optimistic predictions of number and rate of fault correction.

B.1.2    Number of Faults Corrected TC "B.1.2    Number of Faults Corrected" \f C \l "2" 
The predicted number of failures detected D (T), for T > (s –1), is given by equation (3) [SCH97]:

D (T) = (α/β)[1 – exp (-β ((T-s+1)))] + Xs-1,


(3)

where  the terms have the following definitions:

α :


failure rate at the beginning of  interval s

β :


negative of derivative of failure rate divided by failure rate (i.e.,  relative rate of change of failure rate)

T:


cumulative test or operational time

s :


starting interval for using observed failure data in parameter estimation

Xs-1: 

observed failure count in the range [1,s-1]. 

The parameters α and β are obtained from maximum likelihood estimation techniques [SCH97]. The parameter s is used in the optimal selection of failure data that involves selecting only the most relevant set of failure data for reliability prediction, with the result of producing more accurate predictions than would be the case if the entire set of data were used. The mean squared error criterion, applied to the differences between predicted and actual values in the observed range of the failure data, is used for selecting the optimal value of s. For all equations in which the term T – s + 1 appears, predictions are made for T > (s –1) [SCH92, SCH97].

Using the assumption of section B.1.1 that the number of corrected faults C (T) has the same form as the number of detected failures D (T) but with a variable delay dT, yields equation (4), for T > (s –1),  [SCH75]:

C (T) = (α/β) [1- exp (-β ((T-s+1) - dT))] + Cs-1,

(4)

where Cs-1 is the observed fault correction count in the range [1,s-1]. Using equation (2), equation (4) becomes equation (5), where we would compute the upper and lower limits of C (T):

C (T) = (α/β) [1- exp (-β (T-s+1+ (log (1 - F (dT)))/m))] + Cs-1
(5).

B.1.3 Proportion of Faults Corrected TC "B.1.3    Proportion of Faults Corrected" \f C \l "2" 
A measure of progress in fault correction of detected failures, at time T, is given by the proportion of faults corrected, as expressed in equation (6):

r (T)  = C (T)/D (T)




(6).

The ideal goal, of course, is to achieve a value of 1. However, the achievement of this goal is constrained by the amount of test time that is economically feasible to allocate to the software under test. This challenge will be addressed in section B.2, when we consider stopping rules and prioritization of tests.  

B.1.4    Number of Remaining Faults TC "B.1.4    Number of Remaining Faults" \f C \l "2" 
The predicted number of remaining faults, after the correction process has been operative for time T, is given by equation (7):

N (T) = D (T) – C (T)






(7).

This equation is based on the assumption that all the faults that exist in the software have been predicted by D (T). A more conservative prediction is obtained by predicting the detected failures over the life of the software D (TL), as in equation (8) [SCH97], and then using equation (9) as the predicted remaining faults.

D (TL) = (/( + Xs-1






(8).

N (TL) = D (TL) – C (T)





(9).

B.1.5    Time Required To Correct C Faults TC "B.1.5    Time Required To Correct C Faults" \f C \l "2" 
In order to do informed scheduling of test resources, such as personnel and computer time, it is helpful to predict how much cumulative test time would be required to correct a given number of faults during testing. If equation (4) is solved for T, and C (T) becomes a given number of faults C to correct, we obtain equation (10), the predicted time required to correct C faults during testing. If the delay is exponentially distributed, equation (2) would be substituted for dT in equation (10).
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B.1.6    Fault Correction Rate TC "B.1.6    Fault Correction Rate" \f C \l "2" 
The fault correction rate is another useful measure of progress in fault correction. If the rate is decreasing and relatively high, it would be indicative of further gains in fault correction by continuing to test. On the other hand, if the rate is decreasing towards an asymptotic value, it would indicate that further testing would produce little gain in fault correction. The fault correction rate is obtained by taking the derivative of equation (5) to produce equation (11): 

R (T) = α[exp (-β (T-s+1+ (log (1 - F (dT)))/m))] 



(11).

B.2
 Applications TC "B.2
 Applications" \f C \l "2 
For the purpose of model development and validation, post release failure data from three Shuttle operational increments were used: OID, OIJ, and OIO. An operational increment is a software system comprised of modules and configured from a series of builds to meet Shuttle mission functional requirements. In addition, fault correction data, obtained from Shuttle build inspection files, were used.  In order to show model performance on all three OIs , the figures in this section and the tables in section B.3 (Validation) use all three OIs. 

This section presents several applications of the model developed in section 2, involving reliability assessment and strategies for efficient testing. Predictions are made for post release failures and fault correction, where OID, OIJ, and OIO experienced 13, 7, and 7 post release failures, respectively (post release failures are sparse for the Shuttle). To make fault correction predictions comparable across OIs, 7 failures were used for each OI (the first seven for OID). All data and predictions are in terms of 30-day intervals. This is the failure count interval used in previous Shuttle reliability predictions [KEL97, SCH97]. Although 7 failures may seem like a small sample size, it is representative of Shuttle post release reliability, and despite the small number of failures, the model is able to predict detected number of failures D (T) fairly accurately (see Tables B.1, B.2, and B.3 in section B.3).

B.2.1    Predicting Whether Reliability Goals Have Been Achieved TC "B.2.1    Predicting Whether Reliability Goals Have Been Achieved" \f C \l "2"  

Because it is important to gear the fault correction process to the remaining faults, we specify inequality (12), which relates N (T), the number of remaining faults at time T, to RC, the critical value of remaining faults:

N (T) ( RC, or N (T) = (D (T) – C (T)) ( RC





(12).

When equations (3) and (4) are substituted for D (T) and C (T), respectively, in inequality (12), and assuming that Xs-1 - Cs-1 ( 0 because both Xs-1 and Cs-1 are small in the range 1,s-1, we obtain inequality (13), the condition for maximum fault correction delay:

dT ( [log[1 + ((/()(exp (((T – s + 1)))(RC)]]/(




(13).

The parameter RC serves as a reliability threshold. A value of RC = 1 would be appropriate for safety critical systems. If RC = 0,  dT = 0. This result makes sense because to achieve zero faults, faults must be corrected as soon as failures are detected. We feel that inequality (13) is a significant result, because it says that independent of the distribution of dT, (13) must be satisfied to meet the reliability requirement. Thus for a given value of RC, we are able to specify the maximum fault correction delay dT that will meet the reliability goal. As a practical matter, the software engineer can control the development and maintenance process to constrain the fault correction delay to (13) by assigning test personnel with the appropriate skills and by allocating sufficient computer resources to the tests.

By plotting inequality (13) in Figure 3, the maximum fault correction delay as a function of given values of critical value of remaining faults, the software engineer can see the effect on the maximum delay of increasing the reliability (i.e., decreasing RC). Furthermore, a family of plots can be made, with each member representing a different test time T. The software engineer can see that by allowing more test time, for a given reliability goal RC, the maximum delay can be increased. The parameters that were used in the predictions and plots were estimated using the SMERFS tool [FAR93] and the Shuttle OIJ failure data. The test times are long in the Shuttle because much of the software from previous missions is reused and a given OI is tested essentially on a 24x7 schedule for months, and sometimes years, during pre-release build development, post release system integration, astronaut training, and flight. 

The effect of fault correction delay can best be seen in Figure 4 that shows, for OID, the initial lag between cumulative number of corrected faults C (T) and cumulative number of failures D (T), with C (T) eventually catching up to D (T) and progressing in parallel from then on.  
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B.2.2
Stopping Rules for Testing and Prioritizing Tests and Test Resources
Remaining Faults and Fault Correction Rate


The number of remaining faults N (T), equation (7), plotted as a function of test time, as illustrated in Figure 5 for Shuttle OIJ and OIO, can be used as a stopping rule for testing. We used an upper probability limit of .90, meaning that the probability is .90 that N (T) is less than or equal to its ordinate values for a given test time, or .10 that these values are exceeded. The practical significance of this plot is that it is highly unlikely that reliability could be improved by testing for more than 30 intervals. This figure is interesting because it shows a cross over between the OIs at T = 11.5. This would imply that OIJ should be given higher priority before T = 11.5 and lower priority after it. By priority, we mean the order of testing and allocation of personnel and computer resources. Plotting the fault correction rate R (T), equation (11), would also provide insight for when to stop testing and for prioritizing tests. However, we consider N (T) more useful because it can be used with the critical value of remaining faults Rc -- a reliability threshold.  For example, for Rc = 1 in Figure 5, testing would be terminated for OIJ at T = 13.5 and for OIO at T = 26.
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 Reliability Improvement

In the previous section, we used absolute quantities (e.g., number of remaining faults) for developing test strategies and assessing reliability. In this section, we use the relative quantity p (T), the proportion of faults remaining at time T, which is related to r (T) from equation (6), the proportion of faults corrected at time T, by equation (14): 

p (T) = 1 – r (T) = 1 - C (T)/D (T)





(14).

A plot of equation (14) is shown in Figure 6 for OIJ and OIO. We do this because two software systems could have experienced different numbers of failures but have equal numbers of remaining faults. In this case, the software with fewer failures would have achieved greater progress in reliability improvement, as measured by p (T). However, the use of a threshold seems more intuitive when applied to N (T). In practice, both measures could be used.   

Test Scheduling

We can anticipate test requirements and do proactive test scheduling by using equation (10), the predicted amount of test time required to correct a given number of faults Tc. In addition, a plot of multiple software systems shows how the systems compare in test requirements. An example is shown in Figure 7 for OID and OIO, where the predictions are for the case of zero faults corrected at the time of prediction, and a .90 upper probability limit. Because the values for OIJ are virtually identical to those for OID, the former is not plotted. We see that the difference in test time between the OIs increases with increasing number of faults. This result implies that relatively large quantities of resources – personnel and computer time -- would be required to correct the faults in OIO, and that this need accelerates as the number of faults to correct increases. 
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B.3
Validation TC "B.3
Validation" \f C \l "2 
For the purpose of validation, we ran three scenarios – one each for OID, OIJ, and OIO – shown in Tables B.1, B.2, and B.3, respectively. This involved determining from the collected data when failures occurred and when faults were corrected. The actual delay between failure occurrence and fault correction was estimated by examining, manually, the Shuttle Discrepancy Reports (i.e., reports that document deviations between specified and observed software behavior) to determine the disposition of the fault (i.e., the release and release date on which the fault was corrected). This was a laborious process because although failures are recorded in electronic files, there is no electronic file of fault corrections with correction dates. We had to infer the correction dates from the release dates. 

The event column of the tables shows when either a failure occurred or a fault was corrected. In some cases multiple failures or corrected faults occurred in the same interval; these occurrences are signified by the plural form in the event column. The next column shows the test time T when the events occurred followed by the actual values of cumulative number of failures detected D (T), cumulative number of faults corrected C (T), and number of remaining faults N (T), the difference between D (T) and C (T). The next section of the tables shows the predictions for D (T), C (T), and N (T). Notice at the top of each table the statement about the range of prediction, which is for T > s-1 (see section B.1.2). For example, for OID in Table 1, s = 7; therefore, the predictions start at interval T = 7.43. 

	Table B.1. OID (Predictions for T > s-1 = 6) TC "Table B.1. OID (Predictions for T > s-1 = 6)" \f D \l "1" 

	
	
	Actual Values
	Predictions
	Squared Error

	Event
	T
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)

	Failure
	4.53
	1
	0
	1
	
	
	
	
	
	

	Failure
	4.83
	2
	0
	2
	
	
	
	
	
	

	Failure
	5.70
	3
	0
	3
	
	
	
	
	
	

	Failure
	7.43
	4
	0
	4
	3.53
	0.30
	3.23
	0.220
	0.09
	0.59

	Failure
	9.77
	5
	0
	5
	4.37
	1.15
	3.22
	0.401
	1.31
	3.17

	Corrections
	10.86
	5
	4
	1
	4.74
	4.53
	0.22
	0.066
	0.28
	0.62

	Correction
	10.87
	5
	5
	0
	4.75
	4.53
	0.22
	0.065
	0.22
	0.05

	Failure
	12.73
	6
	5
	1
	5.37
	5.16
	0.21
	0.401
	0.03
	0.63

	Correction
	14.60
	6
	6
	0
	5.97
	5.77
	0.20
	0.001
	0.05
	0.04

	Failure
	17.50
	7
	6
	1
	6.85
	6.67
	0.19
	0.022
	0.44
	0.66

	Correction
	18.17
	7
	7
	0
	7.05
	6.87
	0.18
	0.002
	0.02
	0.03

	
	
	
	
	Mean Square Error
	0.147
	0.31
	0.72


	Table B.2. OIJ (Predictions for T > s-1 = 8) TC "Table B.2. OIJ (Predictions for T > s-1 = 8)" \f D \l "1" 

	
	
	Actual Values
	Predictions
	Squared Error

	Event
	T
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)

	Failure
	3.57
	1
	0
	1
	
	
	
	
	
	

	Failure
	7.03
	2
	0
	2
	
	
	
	
	
	

	Failure
	7.47
	3
	0
	3
	
	
	
	
	
	

	Failure
	9.17
	4
	0
	4
	3.60
	0.28
	3.32
	0.16
	0.08
	0.46

	Failure
	9.23
	5
	0
	5
	3.63
	0.32
	3.32
	1.87
	0.10
	2.83

	Corrections
	10.60
	5
	2
	3
	4.28
	2.99
	1.29
	0.51
	0.99
	2.92

	Failure
	13.20
	6
	2
	4
	5.38
	4.13
	1.25
	0.38
	4.54
	7.57

	Correction
	13.66
	6
	3
	3
	5.56
	5.32
	0.24
	0.20
	5.36
	7.61

	Failure
	17.17
	7
	3
	4
	6.75
	6.56
	0.20
	0.06
	12.65
	14.47

	Correction
	24.06
	7
	4
	3
	8.47
	8.34
	0.13
	2.16
	18.86
	8.25

	Correction
	24.27
	7
	5
	2
	8.51
	8.39
	0.13
	2.29
	11.47
	3.51

	Correction
	37.43
	7
	6
	1
	10.31
	10.25
	0.06
	10.92
	18.05
	0.89

	Correction
	37.44
	7
	7
	0
	10.31
	10.25
	0.06
	10.93
	10.56
	0.00

	
	
	
	
	Mean Square Error
	2.95
	8.27
	4.85


	Table B. 3. OIO (Predictions for T > s-1 = 8) TC "Table B.3. OIO (Predictions for T > s-1 = 8)" \f D \l "1" 

	
	
	Actual Values
	Predictions
	Squared Error

	Event
	T
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)
	D(T)
	C(T)
	N(T)

	Failure
	5.77
	1
	0
	1
	
	
	
	
	
	

	Failure
	5.90
	2
	0
	2
	
	
	
	
	
	

	Failure
	7.53
	3
	0
	3
	
	
	
	
	
	

	Correction
	9.07
	3
	1
	2
	3.20
	1.06
	2.14
	0.04
	0.00
	0.02

	Failures
	11.47
	5
	1
	4
	3.62
	1.49
	2.13
	1.90
	0.24
	3.50

	Corrections
	16.80
	5
	4
	1
	4.49
	3.37
	1.11
	0.26
	0.39
	0.01

	Failure
	24.67
	6
	4
	2
	5.60
	4.50
	1.10
	0.16
	0.25
	0.82

	Corrections
	29.40
	6
	6
	0
	6.18
	6.09
	0.09
	0.03
	0.01
	0.01

	Failure
	36.17
	7
	6
	1
	6.92
	6.84
	0.08
	0.01
	0.71
	0.86

	Correction
	45.77
	7
	7
	0
	7.79
	7.73
	0.06
	0.63
	0.54
	0.00

	
	
	
	
	Mean Square Error
	0.43
	0.31
	0.75


The last section of the tables shows the squares of the differences between actual and predicted values for computing the Mean Square Error (MSE) at the bottom of the tables. We computed MSE rather than Mean Relative Error because the latter would have required division by zero in those cases where C (T) = 0. We consider the MSE values for OID and OIO, Tables B.1 and B.3, respectively, to be sufficiently low to validate the predictions. However, we do not reach that conclusion regarding OIJ in Table B.2. The discrepancy between predicted and actual results is due primarily to the long delay between failure detection and the start of fault correction that was decided by the Shuttle software developer because the failures were classified as non-critical on the current release and were not considered critical for one to three releases in the future. In contrast,  “our model is based on keeping the software updated with corrections in the current release” (see section B.1.1). For the same reason, we were unable to validate inequality (13), the maximum fault correction delay (see section B.2.1).  This is a lesson learned from the research that we will further address in section B.4. 

Lastly, given that there are only four, six, and four test times when fault corrections were made in Table B.1, B.2, and B.3, respectively, the samples were too small to allow validation of  equation (10), the predicted amount of test time required to correct a given number of faults Tc. However, the problem of fault resolution postponement on OIJ shows up again on a relative basis as indicated by the MSE values for Tc of 1.05, 195.75, and 20.73 for OID, OIJ, and OIO, respectively, which are not shown in the tables.

B.4
Summary TC "B.4
Summary" \f C \l "2   
It is imperative to include fault correction in reliability modeling and prediction because without it, predictions will understate the reliability of the software. It is important for the field of software reliability engineering to give more emphasis to this issue. Our research is an attempt to provide a framework for integrating failure prediction and fault correction. We have developed a number of equations for assessing the improvement in reliability resulting from fault correction. In addition, we have shown examples of how they apply to stopping rules for testing and prioritization of tests and test resources. We showed that the number of remaining faults is better than the fault correction rate for assessing reliability and prioritizing tests because the former can be used with a reliability threshold to predict how much testing would be required to meet the reliability goal.  

We found that the most important factor in  fault correction modeling is the delay between failure detection and fault correction. We modeled this factor, using the concept of a fault correction queuing service with exponentially distributed delay – a highly statistically significant empirical result based on Shuttle data. We assumed that fault correction would commence with failure detection and that the delay would be equal to fault correction time. This assumption is valid for organizations that choose to keep their software updated with corrections in the current release. 

We obtained good validation results for two of the three OIs evaluated. The third OI served as a lesson learned that we will apply to future work on the NASA GSFC software projects. We will investigate whether fault corrections are postponed and, if so, whether we can model this delay. This will be a challenge because, whereas failure detection is a machine process, fault correction is part human process (deciding when to implement a correction and analyzing how to make the correction) and part machine process (verifying the correction on a computer). The human component is difficult to generalize for inclusion in the model. It may be necessary to use an empirical distribution on each project or set of projects. 

We were unable to validate maximum fault correction delay because, as stated, many fault corrections in the Shuttle are postponed to future releases. However, our theoretical finding that the maximum delay is independent of its distribution is significant. This delay is based on the assumption that corrections are made in the current release. In a future effort, we will attempt to collect data with various delay distributions to confirm or reject this finding.
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� SMERFS^3 also computes hardware and system reliability models but our study addresses only software.


� This tool also provides hardware reliability modeling and system reliability modeling taking into account both hardware and software failures.  
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Figure 5.  Predicted Proportion of Remaining Faults
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Figure 7.  Predicted Time to Correct Faults
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Predictions

		Time to Failure and Remainings Failure Predictions (OI6)

		OI		s		a		b		t		Xs-1		Xst		Xt		Ft		TF(t)		r(t)		T		R_c		dTmax		F(dT)		m		dT		R(T)		D(T)		D (TL)		Cs-1		C(T)		N(T)		N (TL)		C		Tc		p(T)

		6		5		1.171100		0.145470		18		0		7		7		1		20.87

		6		7		0.377100		0.021001		18		3		4		7						13.96

		Failure Count and Fault Count Predictions for Test Scenarios (OI6)

		6		7		0.377100		0.021001		18		3		4		7								7.43						0.90		3.67				0.37		3.53		20.96		0		0.30		3.23		20.66						0.92

		6		7		0.377100		0.021001		18		3		4		7								9.77						0.90		3.67				0.35		4.37		20.96		0		1.15		3.22		19.81						0.74

		6		7		0.377100		0.021001		18		3		4		7								10.86		1		2.85		0.90		3.67				0.35		4.74		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								10.87		0		0.00		0.90		3.67				0.34		4.75		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								12.73						0.90		3.67				0.33		5.37		20.96		3		5.16		0.21		15.80						0.04

		6		7		0.377100		0.021001		18		3		4		7								14.60		0		0.00		0.90		3.67				0.32		5.97		20.96		3		5.77		0.20		15.19						0.03

		6		7		0.377100		0.021001		18		3		4		7								17.50						0.90		3.67				0.30		6.85		20.96		3		6.67		0.19		14.29						0.03

		6		7		0.377100		0.021001		18		3		4		7								18.17		0		0.00		0.90		3.67				0.30		7.05		20.96		3		6.87		0.18		14.09						0.03

		6		7		0.377100		0.021001		18		3		4		7								23.70						0.90		3.67				0.26		8.57		20.96		3		8.41		0.16		12.55						0.02

		6		7		0.377100		0.021001		18		3		4		7								32.43						0.90		3.67				0.22		10.65		20.96		3		10.51		0.14		10.44						0.01

		6		7		0.377100		0.021001		18		3		4		7								45.17						0.90		3.67				0.17		13.07		20.96		3		12.96		0.10		7.99						0.01

		6		7		0.377100		0.021001		18		3		4		7								47.57						0.90		3.67				0.16		13.46		20.96		3		13.36		0.10		7.60						0.01

		6		7		0.377100		0.021001		18		3		4		7								58.27						0.90		3.67				0.13		14.97		20.96		3		14.89		0.08		6.07						0.01

		6		7		0.377100		0.021001		18		3		4		7								61.14						0.90		3.67				0.12		15.32		20.96		3		15.24		0.07		5.72						0.00

		Time toCorrect Given Number of Faults Predictions (OI6)

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								1		9.36

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								2		12.25

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								3		15.33

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								4		18.63

		Time to Failure and Remainings Failure Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7		1		3.87		4.76

		Maxium Fault Correction Delay Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7								10.00		1		1.99

		20		9		0.534290		0.060985		18		3		4		7								10.00		2		3.76

		20		9		0.534290		0.060985		18		3		4		7								10.00		3		5.36

		20		9		0.534290		0.060985		18		3		4		7								10.00		4		6.82

		20		9		0.534290		0.060985		18		3		4		7								20.00		1		3.49

		20		9		0.534290		0.060985		18		3		4		7								20.00		2		6.37

		20		9		0.534290		0.060985		18		3		4		7								20.00		3		8.81

		20		9		0.534290		0.060985		18		3		4		7								20.00		4		10.94

		Failure Count and Fault Count Predictions for Test Scenarios (OI20)

		20		9		0.534290		0.060985		18		3		4		7								9.17						0.90		3.67		0.63		0.52		3.60		11.76		0		0.28		3.32		11.48						0.92

		20		9		0.534290		0.060985		18		3		4		7								9.23						0.90		3.67		0.63		0.52		3.63		11.76		0		0.32		3.32		11.45						0.91

		20		9		0.534290		0.060985		18		3		4		7								10.60		3		5.53		0.90		3.67		0.63		0.47		4.28		11.76		2		2.99		1.29		8.77						0.30

		20		9		0.534290		0.060985		18		3		4		7								13.20						0.90		3.67		0.63		0.40		5.38		11.76		2		4.13		1.25		7.63						0.23

		20		9		0.534290		0.060985		18		3		4		7								13.66		3		6.47		0.90		3.67		0.63		0.39		5.56		11.76		3		5.32		0.24		6.45						0.04

		20		9		0.534290		0.060985		18		3		4		7								17.17						0.90		3.67		0.63		0.32		6.75		11.76		3		6.56		0.20		5.20						0.03

		20		9		0.534290		0.060985		18		3		4		7								24.06		3		10.63		0.90		3.67		0.63		0.21		8.47		11.76		3		8.34		0.13		3.42						0.02

		20		9		0.534290		0.060985		18		3		4		7								24.27		2		7.87		0.90		3.67		0.63		0.21		8.51		11.76		3		8.39		0.13		3.37						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.43		1		8.57		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.44		0		0.00		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		Failure Count and Fault Count Predictions for Given Amount of Test Time (OI20)

		20		9		0.534290		0.060985		18		3		4		7								10		1				0.90		3.67				0.49		4.01		11.76		0		0.70		3.30		11.06						0.82

		20		9		0.534290		0.060985		18		3		4		7								15		1				0.90		3.67				0.36		6.04		11.76		3		5.82		0.22		5.94						0.04

		20		9		0.534290		0.060985		18		3		4		7								20		1				0.90		3.67				0.27		7.55		11.76		3		7.38		0.16		4.38						0.02

		20		9		0.534290		0.060985		18		3		4		7								25		1				0.90		3.67				0.20		8.65		11.76		3		8.53		0.12		3.23						0.01

		20		9		0.534290		0.060985		18		3		4		7								30		1				0.90		3.67				0.15		9.47		11.76		3		9.38		0.09		2.38						0.01

		Time toCorrect Given Number of Faults Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								1		10.62

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								2		12.88

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								3		15.50

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								4		18.63

		Time to Failure and Remaining Failure Predictions (OI25)

		25		9		0.221590		0.027882		25		3		3		6						4.95

		25		6		0.863540		0.134070		25		0		6		6		1		*

		25		6		0.624420		0.082922		37		0		7		7		1		*

		25		9		0.185530		0.021568		37		3		4		7						4.60

		* Insufficient data to compute

		Failure Count and Fault Count Predictions for Given Amount of Test Time (OI25)

		25		9		0.221590		0.027882		25		3		3		6								10						0.90		3.12				0.21		3.43		10.95		1		1.27		2.16		9.67						0.63

		25		9		0.221590		0.027882		25		3		3		6								15						0.90		3.12				0.19		4.41		10.95		1		2.27		2.14		8.67						0.48

		25		9		0.221590		0.027882		25		3		3		6								20						0.90		3.12				0.16		5.26		10.95		2		4.14		1.12		6.81						0.21

		25		9		0.221590		0.027882		25		3		3		6								25						0.90		3.12				0.14		6.00		10.95		2		4.90		1.10		6.05						0.18

		25		9		0.221590		0.027882		25		3		3		6								30						0.90		3.12				0.12		6.64		10.95		3		6.55		0.09		4.39						0.01

		Failure Count and Fault Count Predictions for Test Scenarios (OI25)

		25		9		0.185530		0.021568		37		3		4		7								9.07		2		9.90		0.90		3.12		0.74		0.18		3.20		11.60		1		1.06		2.14		10.54						0.67

		25		9		0.185530		0.021568		37		3		4		7								11.47						0.90		3.12		0.74		0.17		3.62		11.60		1		1.49		2.13		10.11						0.59

		25		9		0.185530		0.021568		37		3		4		7								16.80		1		6.10		0.90		3.12		0.74		0.16		4.49		11.60		2		3.37		1.11		8.23						0.25

		25		9		0.185530		0.021568		37		3		4		7								24.67						0.90		3.12		0.74		0.13		5.60		11.60		2		4.50		1.10		7.10						0.20

		25		9		0.185530		0.021568		37		3		4		7								29.40		0		0.00		0.90		3.12		0.74		0.12		6.18		11.60		3		6.09		0.09		5.51						0.01

		25		9		0.185530		0.021568		37		3		4		7								36.17						0.90		3.12		0.74		0.10		6.92		11.60		3		6.84		0.08		4.76						0.01

		25		9		0.185530		0.021568		37		3		4		7								45.77		0		0.00		0.90		3.12		0.74		0.08		7.79		11.60		3		7.73		0.06		3.87						0.01

		Time toCorrect Given Number of Faults Predictions (OI25)

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								1		14.47

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								2		21.01

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								3		28.62

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								4		37.74
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Figure 2. Distribution Function of Fault Correction Delay
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Faults

		Insp Hrs		Faults		Corr Time		pdf		Sorted Corr Time		Sorted pdf		cdf		OI25 Insp Hrs		OI25 Faults		OI25 Corr Time

		27.5		1		27.5		0.0132420363		1.7		0.039014		0.0666453197		15.0		1		15.0

		7.0		1		7.0		0.0311962015		1.9		0.038662		0.0750602388		10.5		2		5.3

		15.0		1		15.0		0.0223292246		2.0		0.038448		0.0802008978		7.0		1		7.0

		10.5		2		5.3		0.0335637407		2.3		0.037968		0.09166316		27.5		1		27.5

		75.5		4		18.9		0.0189901674		4.4		0.034826		0.166837574		2.0		1		2.0

		2.0		1		2.0		0.0384476025		4.7		0.034416		0.1766467928		28.1		2		14.1

		28.1		2		14.1		0.0232337587		5.3		0.033564		0.1970396953		7.0		1		7.0

		7.0		1		7.0		0.0311962015		6.0		0.032586		0.2204267087		53.0		1		53.0

		17.5		1		17.5		0.0201136027		6.0		0.032528		0.2218220084		75.5		4		18.9

		53.0		1		53.0		0.0045607922		6.3		0.032117		0.2316532625		17.5		1		17.5

		16.1		7		2.3		0.0379684799		6.4		0.031988		0.234724975		16.1		7		2.3

		18.0		3		6.0		0.03252784		7.0		0.031196		0.2536793908		18.0		3		6.0

		40.0		1		40.0		0.0078530056		7.0		0.031196		0.2536793908		40.0		1		40.0

		35.0		2		17.5		0.0201136027		7.0		0.031196		0.2536793908		71.0		1		71.0

		13.1		3		4.4		0.0348261894		8.0		0.029919		0.284232582		35.0		2		17.5

		71.0		1		71.0		0.0021492014		8.5		0.029300		0.2990368773		58.8		5		11.8

		6.6		4		1.7		0.0390142256		8.9		0.028875		0.3092173163		6.6		4		1.7

		58.8		5		11.8		0.0255676617		9.5		0.028077		0.3282949846		13.1		3		4.4

		24.6		1		24.6		0.0149485804		9.9		0.027693		0.3374968722		20.6		1		20.6

		20.6		1		20.6		0.0176690821		10.1		0.027405		0.3443839821		12.1		1		12.1

		22.0		2		11.0		0.0263929344		11.0		0.026393		0.3685900851		22.5		1		22.5

		16.6		1		16.6		0.0209283843		11.1		0.026314		0.3704875197		32.2		1		32.2

		12.1		1		12.1		0.025206864		11.8		0.025568		0.3883334513		5.6		3		1.9

		31.7		1		31.7		0.0111098971		12.0		0.025277		0.3952821742		594.7		48				Totals

		28.8		1		28.8		0.0125416655		12.1		0.025207		0.3969649754

		31.0		1		31.0		0.0114637094		12.2		0.025102		0.3994804009		Mean		hours/fault		17.8682

		13.1		1		13.1		0.0242255131		13.1		0.024226		0.4204422695		Lamda		faults/hour		0.0560

		72.4		1		72.4		0.0020312804		13.8		0.023527		0.4371544374		S.D.		hours/fault		17.4502

		39.8		1		39.8		0.0079189319		14.0		0.023243		0.4439360648		Min		hours/fault		1.6500

		42.7		1		42.7		0.0070148992		14.1		0.023234		0.444168451		Max		hours/fault		71.0000

		17.8		1		17.8		0.019862953		14.3		0.023016		0.4493715408				intervals		15.4000

		28.1		2		14.0		0.0232434725		14.7		0.022611		0.4590670798				intervals/hour		0.0259

		22.5		1		22.5		0.0163200814		14.9		0.022423		0.4635704288		Lamda		faults/interval		3.1169

		29.6		1		29.6		0.0121545835		15.0		0.022376		0.4646903958		Min		intervals/fault		0.0427

		8.0		1		8.0		0.0299190781		15.0		0.022329		0.4658080245		Max		intervals/fault		1.8387

		32.2		1		32.2		0.0109028731		15.0		0.022329		0.4658080245

		54.1		1		54.1		0.0043558351		16.3		0.021192		0.4930029024

		22.8		1		22.8		0.0161504246		16.6		0.020928		0.499320949

		5.6		3		1.9		0.038662482		17.1		0.020496		0.5096765482

		14.0		3		4.7		0.0344161641		17.5		0.020114		0.5188133315

		14.0		2		7.0		0.0311962015		17.5		0.020114		0.5188133315

		37.7		2		18.9		0.0190100225		17.8		0.019863		0.5248097363

		24.7		1		24.7		0.0149173705		18.3		0.019452		0.5346381482

		74.5		5		14.9		0.0224227561		18.9		0.019010		0.545214773

		35.8		1		35.8		0.0093601034		18.9		0.018990		0.5456897753

		74.9		1		74.9		0.0018259061		19.0		0.018918		0.5474272099

		15.0		1		15.0		0.0223292246		19.9		0.018219		0.5641367217

		75.7		12		6.3		0.0321168936		20.0		0.018099		0.5670118853

		24.3		1		24.3		0.0151372159		20.1		0.018042		0.5683671775

		30.3		3		10.1		0.0274047495		20.6		0.017669		0.577294686

		56.9		3		19.0		0.0189175426		21.3		0.017160		0.5894838465

		57.1		4		14.3		0.0230162696		21.6		0.016981		0.5937514035

		21.6		1		21.6		0.0169811913		22.5		0.016320		0.6095674297

		16.3		1		16.3		0.0211924787		22.8		0.016150		0.6136262061

		103.5		3		34.5		0.0098814277		24.2		0.015211		0.6360953271

		36.1		3		12.0		0.0252772051		24.3		0.015137		0.6378656488

		29.9		2		15.0		0.0223759415		24.6		0.014949		0.6423784591

		44.0		1		44.0		0.0066577816		24.7		0.014917		0.6431251076

		30.0		1		30.0		0.0119280926		26.1		0.014040		0.6641128371

		59.6		3		19.9		0.018219085		27.5		0.013242		0.6832048727

		21.3		1		21.3		0.0171595752		28.8		0.012542		0.6999601561

		40.1		2		20.0		0.0180989032		29.6		0.012155		0.709220491

		69.3		1		69.3		0.0023074807		30.0		0.011928		0.7146389333

		55.4		5		11.1		0.0263136217		30.8		0.011536		0.7240236209

		9.9		1		9.9		0.0276926307		31.0		0.011464		0.7257485794

		12.2		1		12.2		0.0251017192		31.7		0.011110		0.7342129886

		14.7		1		14.7		0.0226109961		31.9		0.011017		0.736425706

		50.2		1		50.2		0.005137807		32.2		0.010903		0.7391657159

		24.2		1		24.2		0.0152112153		34.5		0.009883		0.7635692676

		26.1		1		26.1		0.0140400834		34.5		0.009881		0.7636022079

		27.5		2		13.8		0.0235269445		35.8		0.009360		0.7760740809

		97.8		1		97.8		0.0006999015		39.8		0.007919		0.8105518677

		68.6		1		68.6		0.0023759951		40.0		0.007853		0.8121290522

		18.3		1		18.3		0.0194521254		42.7		0.007015		0.8321794458

		140.2		2		70.1		0.0022311281		44.0		0.006658		0.8407229277

		17.1		1		17.1		0.0204955203		50.2		0.005138		0.8770859563

		20.1		1		20.1		0.018042252		53.0		0.004561		0.8908901384

		47.6		5		9.5		0.0280772696		54.1		0.004356		0.8957934196

		41.7		7		6.0		0.0325861636		68.6		0.002376		0.9431580119

		30.8		1		30.8		0.0115358126		69.3		0.002307		0.9447971115

		34.0		4		8.5		0.0293002585		70.1		0.002231		0.9466237293

		31.9		1		31.9		0.0110174055		71.0		0.002149		0.9485836981

		34.5		1		34.5		0.0098828046		72.4		0.002031		0.9514047748

		8.9		1		8.9		0.0288747162		74.9		0.001826		0.9563180366

		12.8		2		6.4		0.031988496		97.8		0.000700		0.9832559448

		2907.98		166		Totals

		Mean		hours/fault		23.9125

		Lamda		faults/hour		0.0418

		S.D.		hours/fault		19.5270

		Min		hours/fault		1.65

		Max		hours/fault		97.84

				intervals		45.27

				intervals/hour		0.0156

		Lamda		faults/interval		3.6671575847

		Min		intervals/fault		0.0257

		Max		intervals/fault		1.5230
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Notation   OI       operational increment   OI aliases:    B=4, C=5, D=6, J=20, O=25   s   starting interval for using observed failure data in parameter  estimation        alpha: failure rate at the beginning of  interval s (obtain from ERFS          beta: negative of derivativ e of failure rate divided by failure rate    t     interval when time to next failure prediction made     X s - 1       observed failure count in the range [1,s - 1].   X s,t         observed failure count in the range [s,t]   X t         observed failure count in the range [1,t]   F t         g iven number of failures to occur after interval t   T F (t)       time to next failure(s) predicted at time t   r(t)         remaining failures predicted at time t   T         test or operational time   R c         critical value of remaining faults   dT max       maximum fault correction del ay   dT         time delay between failure detection and fault correction   F(dT)       values of cumulative distribution function of dT   m         mean fault correction rate in the intervals dT   R(T)       fault correction rate at time T     D(T)       cumulative number of failures det ected at time T     D(TL)       cumulative number of failures detected over life of software T L   C s - 1       observed fault correction count in the range [1,s - 1]   C (T)       cumulative number of faults corrected at time T           N(T)       number of remaining faults at time T           N (T L )       number of remaining faults over life of software T L     C         given number of faults to correct     T C       time required to correct C faults     r(T)       proportion of faults corrected at time T     p(T)       proportion of faults remaining at time T           Equations  
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Notation



OI


operational increment



OI aliases: 

B=4, C=5, D=6, J=20, O=25



s
starting interval for using observed failure data in parameter estimation



(

alpha: failure rate at the beginning of  interval s (obtain from ERFS



(


beta: negative of derivative of failure rate divided by failure rate 



t

interval when time to next failure prediction made  



Xs-1


observed failure count in the range [1,s-1].



Xs,t 


observed failure count in the range [s,t]



Xt



observed failure count in the range [1,t]



Ft



given number of failures to occur after interval t



TF(t)


time to next failure(s) predicted at time t



r(t)



remaining failures predicted at time t



T



test or operational time



Rc



critical value of remaining faults



dTmax


maximum fault correction delay



dT



time delay between failure detection and fault correction



F(dT)


values of cumulative distribution function of dT



m



mean fault correction rate in the intervals dT



R(T)


fault correction rate at time T




D(T)


cumulative number of failures detected at time T




D(TL)


cumulative number of failures detected over life of software TL


Cs-1



observed fault correction count in the range [1,s-1]



C (T)


cumulative number of faults corrected at time T







N(T)


number of remaining faults at time T







N (TL)


number of remaining faults over life of software TL




C



given number of faults to correct




TC



time required to correct C faults




r(T)


proportion of faults corrected at time T




p(T)


proportion of faults remaining at time T





Equations
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r(t) = ((/() - Xs,t 



dT = (-log (1 – F (dT)))/m



R(T) = α[exp (-β (T –s + 1 + (log (1 - F (dT)))/m))]



D(T) = (α/β)[1 – exp (-β ((T –s + 1)))] + Xs-1




D(TL) = (/( + Xs-1




C(T) = (α/β) [1- exp (-β (T – s +1 + (log (1 - F (dT)))/m))] + Cs-1



N(T) = D(T) – C(T)
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N(TL) = D(TL) – C(T)



p(T) = 1- r(T)



tes



1. For r(t), D(T), C(T), and N(T), use s, alpha, and beta for minimum MSEF from SMERFS.



2. For TF(t), use s, alpha, and beta for minimum MSET from SMERFS.



3. For the Shuttle, time units are 30-day intervals.




3. Due to the limitation of Excel to handle certain symbols in equations, some symbols are different in the Excel equations than in the above notation. The notation corresponds to the column headings in the “Sch Model” worksheet.
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Validation

		OID (Predictions for T > s-1 = 6)

						Actual Values						Predictions								Squared Error

		Event		T		D(T)		C(T)		N(T)		D(T)		C(T)		N(T)		Tc		D(T)		C(T)		N(T)		Tc

		Failure		4.53		1		0		1

		Failure		4.83		2		0		2

		Failure		5.70		3		0		3

		Failure		7.43		4		0		4		3.53		0.30		3.23				0.220		0.09		0.59

		Failure		9.77		5		0		5		4.37		1.15		3.22				0.401		1.31		3.17

		Corrections		10.86		5		4		1		4.74		4.53		0.22		9.36		0.066		0.28		0.62		2.26

		Correction		10.87		5		5		0		4.75		4.53		0.22		12.25		0.065		0.22		0.05		1.91

		Failure		12.73		6		5		1		5.37		5.16		0.21				0.401		0.03		0.63

		Correction		14.60		6		6		0		5.97		5.77		0.20		14.70		0.001		0.05		0.04		0.01

		Failure		17.50		7		6		1		6.85		6.67		0.19				0.022		0.44		0.66

		Correction		18.17		7		7		0		7.05		6.87		0.18		18.00		0.002		0.02		0.03		0.03

												Mean Square Error								0.147		0.31		0.72		1.05

		OIJ (Predictions for T > s-1 = 8)

						Actual Values						Predictions								Squared Error

		Event		T		D(T)		C(T)		N(T)		D(T)		C(T)		N(T)		Tc		D(T)		C(T)		N(T)		Tc

		Failure		3.57		1		0		1

		Failure		7.03		2		0		2

		Failure		7.47		3		0		3

		Failure		9.17		4		0		4		3.60		0.28		3.32				0.16		0.08		0.46

		Failure		9.23		5		0		5		3.63		0.32		3.32				1.87		0.10		2.83

		Corrections		10.60		5		2		3		4.28		2.99		1.29		8.63		0.51		0.99		2.92		3.89

		Failure		13.20		6		2		4		5.38		4.13		1.25				0.38		4.54		7.57

		Correction		13.66		6		3		3		5.56		5.32		0.24		8.63		0.20		5.36		7.61		25.32

		Failure		17.17		7		3		4		6.75		6.56		0.20				0.06		12.65		14.47

		Correction		24.06		7		4		3		8.47		8.34		0.13		10.62		2.16		18.86		8.25		180.76

		Correction		24.27		7		5		2		8.51		8.39		0.13		12.88		2.29		11.47		3.51		129.80

		Correction		37.43		7		6		1		10.31		10.25		0.06		15.50		10.92		18.05		0.89		480.85

		Correction		37.44		7		7		0		10.31		10.25		0.06		18.63		10.93		10.56		0.00		353.89

												Mean Square Error								2.95		8.27		4.85		195.75

		OIO (Predictions for T > s-1 = 8)

						Actual Values						Predictions								Squared Error

		Event		T		D(T)		C(T)		N(T)		D(T)		C(T)		N(T)		Tc		D(T)		C(T)		N(T)		Tc

		Failure		5.77		1		0		1

		Failure		5.90		2		0		2

		Failure		7.53		3		0		3

		Correction		9.07		3		1		2		3.20		1.06		2.14		8.74		0.04		0.00		0.02		0.11

		Failures		11.47		5		1		4		3.62		1.49		2.13				1.90		0.24		3.50

		Corrections		16.80		5		4		1		4.49		3.37		1.11		21.01		0.26		0.39		0.01		17.71

		Failure		24.67		6		4		2		5.60		4.50		1.10				0.16		0.25		0.82

		Corrections		29.40		6		6		0		6.18		6.09		0.09		28.62		0.03		0.01		0.01		0.60

		Failure		36.17		7		6		1		6.92		6.84		0.08				0.01		0.71		0.86

		Correction		45.77		7		7		0		7.79		7.73		0.06		37.74		0.63		0.54		0.00		64.48

												Mean Square Error								0.43		0.31		0.75		20.73
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Figure 5.  Predicted Proportion of Remaining Faults
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Figure 6.  Predicted Time to Correct Faults

9.356412432

14.4686190282

12.2508343987

21.0077895772

15.3326481674

28.623070045

18.6278081596

37.7397694736
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Figure 4.  Predicted Failures and Corrected Faults (OID)
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Predictions

		Time to Failure and Remainings Failure Predictions (OI6)

		OI		s		a		b		t		Xs-1		Xst		Xt		Ft		TF(t)		r(t)		T		R_c		dTmax		F(dT)		m		dT		R(T)		D(T)		D (TL)		Cs-1		C(T)		N(T)		N (TL)		C		Tc		p(T)

		6		5		1.171100		0.145470		18		0		7		7		1		20.87

		6		7		0.377100		0.021001		18		3		4		7						13.96

		Failure Count and Fault Count Predictions for Test Scenarios (OI6)

		6		7		0.377100		0.021001		18		3		4		7								7.43						0.90		3.67		0.63		0.37		3.53		20.96		0		0.30		3.23		20.66						0.92

		6		7		0.377100		0.021001		18		3		4		7								9.77						0.90		3.67				0.35		4.37		20.96		0		1.15		3.22		19.81						0.74

		6		7		0.377100		0.021001		18		3		4		7								10.86		1		2.85		0.90		3.67		0.63		0.35		4.74		20.96		3		4.53		0.22		16.43		4		9.36		0.05

		6		7		0.377100		0.021001		18		3		4		7								10.87		0		0.00		0.90		3.67		0.63		0.34		4.75		20.96		3		4.53		0.22		16.43		5		12.25		0.05

		6		7		0.377100		0.021001		18		3		4		7								12.73						0.90		3.67				0.33		5.37		20.96		3		5.16		0.21		15.80						0.04

		6		7		0.377100		0.021001		18		3		4		7								14.60		0		0.00		0.90		3.67				0.32		5.97		20.96		3		5.77		0.20		15.19		6		14.70		0.03

		6		7		0.377100		0.021001		18		3		4		7								17.50						0.90		3.67				0.30		6.85		20.96		3		6.67		0.19		14.29						0.03

		6		7		0.377100		0.021001		18		3		4		7								18.17		0		0.00		0.90		3.67				0.30		7.05		20.96		3		6.87		0.18		14.09		7		18.00		0.03

		Time toCorrect Given Number of Faults Predictions (OI6)

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								1		9.36

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								2		12.25

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								3		15.33

		6		7		0.377100		0.021001		18		3		4		7														0.90		3.67		0.63								0								4		18.63

		Time to Failure and Remainings Failure Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7		1		3.87		4.76

		Maxium Fault Correction Delay Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7								10.00		1		1.99

		20		9		0.534290		0.060985		18		3		4		7								10.00		2		3.76

		20		9		0.534290		0.060985		18		3		4		7								10.00		3		5.36

		20		9		0.534290		0.060985		18		3		4		7								10.00		4		6.82

		20		9		0.534290		0.060985		18		3		4		7								20.00		1		3.49

		20		9		0.534290		0.060985		18		3		4		7								20.00		2		6.37

		20		9		0.534290		0.060985		18		3		4		7								20.00		3		8.81

		20		9		0.534290		0.060985		18		3		4		7								20.00		4		10.94

		Failure Count and Fault Count Predictions for Test Scenarios (OI20)

		20		9		0.534290		0.060985		18		3		4		7								9.17						0.90		3.67		0.63		0.52		3.60		11.76		0		0.28		3.32		11.48						0.92

		20		9		0.534290		0.060985		18		3		4		7								9.23						0.90		3.67		0.63		0.52		3.63		11.76		0		0.32		3.32		11.45						0.91

		20		9		0.534290		0.060985		18		3		4		7								10.60		3		5.53		0.90		3.67		0.63		0.47		4.28		11.76		2		2.99		1.29		8.77		2		8.63		0.30

		20		9		0.534290		0.060985		18		3		4		7								13.20						0.90		3.67		0.63		0.40		5.38		11.76		2		4.13		1.25		7.63						0.23

		20		9		0.534290		0.060985		18		3		4		7								13.66		3		6.47		0.90		3.67		0.63		0.39		5.56		11.76		3		5.32		0.24		6.45		3		8.63		0.04

		20		9		0.534290		0.060985		18		3		4		7								17.17						0.90		3.67		0.63		0.32		6.75		11.76		3		6.56		0.20		5.20						0.03

		20		9		0.534290		0.060985		18		3		4		7								24.06		3		10.63		0.90		3.67		0.63		0.21		8.47		11.76		3		8.34		0.13		3.42		4		10.62		0.02

		20		9		0.534290		0.060985		18		3		4		7								24.27		2		7.87		0.90		3.67		0.63		0.21		8.51		11.76		3		8.39		0.13		3.37		5		12.88		0.01

		20		9		0.534290		0.060985		18		3		4		7								37.43		1		8.57		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51		6		15.50		0.01

		20		9		0.534290		0.060985		18		3		4		7								37.44		0		0.00		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51		7		18.63		0.01

		Failure Count and Fault Count Predictions for Given Amount of Test Time (OI20)

		20		9		0.534290		0.060985		18		3		4		7								10		1				0.90		3.67				0.49		4.01		11.76		0		0.70		3.30		11.06						0.82

		20		9		0.534290		0.060985		18		3		4		7								15		1				0.90		3.67				0.36		6.04		11.76		3		5.82		0.22		5.94						0.04

		20		9		0.534290		0.060985		18		3		4		7								20		1				0.90		3.67				0.27		7.55		11.76		3		7.38		0.16		4.38						0.02

		20		9		0.534290		0.060985		18		3		4		7								25		1				0.90		3.67				0.20		8.65		11.76		3		8.53		0.12		3.23						0.01

		20		9		0.534290		0.060985		18		3		4		7								30		1				0.90		3.67				0.15		9.47		11.76		3		9.38		0.09		2.38						0.01

		Time toCorrect Given Number of Faults Predictions (OI20)

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								1		10.62

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								2		12.88

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								3		15.50

		20		9		0.534290		0.060985		18		3		4		7														0.90		3.67		0.63								0								4		18.63

		Time to Failure and Remaining Failure Predictions (OI25)

		25		9		0.221590		0.027882		25		3		3		6						4.95

		25		6		0.863540		0.134070		25		0		6		6		1		*

		25		6		0.624420		0.082922		37		0		7		7		1		*

		25		9		0.185530		0.021568		37		3		4		7						4.60

		* Insufficient data to compute

		Failure Count and Fault Count Predictions for Given Amount of Test Time (OI25)

		25		9		0.221590		0.027882		25		3		3		6								10						0.90		3.12				0.21		3.43		10.95		1		1.27		2.16		9.67						0.63

		25		9		0.221590		0.027882		25		3		3		6								15						0.90		3.12				0.19		4.41		10.95		1		2.27		2.14		8.67						0.48

		25		9		0.221590		0.027882		25		3		3		6								20						0.90		3.12				0.16		5.26		10.95		2		4.14		1.12		6.81						0.21

		25		9		0.221590		0.027882		25		3		3		6								25						0.90		3.12				0.14		6.00		10.95		2		4.90		1.10		6.05						0.18

		25		9		0.221590		0.027882		25		3		3		6								30						0.90		3.12				0.12		6.64		10.95		3		6.55		0.09		4.39						0.01

		Failure Count and Fault Count Predictions for Test Scenarios (OI25)

		25		9		0.185530		0.021568		37		3		4		7								9.07		2		9.90		0.90		3.12		0.74		0.18		3.20		11.60		1		1.06		2.14		10.54		1		8.74		0.67

		25		9		0.185530		0.021568		37		3		4		7								11.47						0.90		3.12		0.74		0.17		3.62		11.60		1		1.49		2.13		10.11						0.59

		25		9		0.185530		0.021568		37		3		4		7								16.80		1		6.10		0.90		3.12		0.74		0.16		4.49		11.60		2		3.37		1.11		8.23		4		21.01		0.25

		25		9		0.185530		0.021568		37		3		4		7								24.67						0.90		3.12		0.74		0.13		5.60		11.60		2		4.50		1.10		7.10						0.20

		25		9		0.185530		0.021568		37		3		4		7								29.40		0		0.00		0.90		3.12		0.74		0.12		6.18		11.60		3		6.09		0.09		5.51		6		28.62		0.01

		25		9		0.185530		0.021568		37		3		4		7								36.17						0.90		3.12		0.74		0.10		6.92		11.60		3		6.84		0.08		4.76						0.01

		25		9		0.185530		0.021568		37		3		4		7								45.77		0		0.00		0.90		3.12		0.74		0.08		7.79		11.60		3		7.73		0.06		3.87		7		37.74		0.01

		Time toCorrect Given Number of Faults Predictions (OI25)

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								1		14.47

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								2		21.01

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								3		28.62

		25		9		0.185530		0.021568		37		3		4		7														0.90		3.12		0.74								0								4		37.74
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Figure 2. Distribution Function of Fault Correction Delay
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Faults

		Insp Hrs		Faults		Corr Time		pdf		Sorted Corr Time		Sorted pdf		cdf		OI25 Insp Hrs		OI25 Faults		OI25 Corr Time

		27.5		1		27.5		0.0132420363		1.7		0.039014		0.0666453197		15.0		1		15.0

		7.0		1		7.0		0.0311962015		1.9		0.038662		0.0750602388		10.5		2		5.3

		15.0		1		15.0		0.0223292246		2.0		0.038448		0.0802008978		7.0		1		7.0

		10.5		2		5.3		0.0335637407		2.3		0.037968		0.09166316		27.5		1		27.5

		75.5		4		18.9		0.0189901674		4.4		0.034826		0.166837574		2.0		1		2.0

		2.0		1		2.0		0.0384476025		4.7		0.034416		0.1766467928		28.1		2		14.1

		28.1		2		14.1		0.0232337587		5.3		0.033564		0.1970396953		7.0		1		7.0

		7.0		1		7.0		0.0311962015		6.0		0.032586		0.2204267087		53.0		1		53.0

		17.5		1		17.5		0.0201136027		6.0		0.032528		0.2218220084		75.5		4		18.9

		53.0		1		53.0		0.0045607922		6.3		0.032117		0.2316532625		17.5		1		17.5

		16.1		7		2.3		0.0379684799		6.4		0.031988		0.234724975		16.1		7		2.3

		18.0		3		6.0		0.03252784		7.0		0.031196		0.2536793908		18.0		3		6.0

		40.0		1		40.0		0.0078530056		7.0		0.031196		0.2536793908		40.0		1		40.0

		35.0		2		17.5		0.0201136027		7.0		0.031196		0.2536793908		71.0		1		71.0

		13.1		3		4.4		0.0348261894		8.0		0.029919		0.284232582		35.0		2		17.5

		71.0		1		71.0		0.0021492014		8.5		0.029300		0.2990368773		58.8		5		11.8

		6.6		4		1.7		0.0390142256		8.9		0.028875		0.3092173163		6.6		4		1.7

		58.8		5		11.8		0.0255676617		9.5		0.028077		0.3282949846		13.1		3		4.4

		24.6		1		24.6		0.0149485804		9.9		0.027693		0.3374968722		20.6		1		20.6

		20.6		1		20.6		0.0176690821		10.1		0.027405		0.3443839821		12.1		1		12.1

		22.0		2		11.0		0.0263929344		11.0		0.026393		0.3685900851		22.5		1		22.5

		16.6		1		16.6		0.0209283843		11.1		0.026314		0.3704875197		32.2		1		32.2

		12.1		1		12.1		0.025206864		11.8		0.025568		0.3883334513		5.6		3		1.9

		31.7		1		31.7		0.0111098971		12.0		0.025277		0.3952821742		594.7		48				Totals

		28.8		1		28.8		0.0125416655		12.1		0.025207		0.3969649754

		31.0		1		31.0		0.0114637094		12.2		0.025102		0.3994804009		Mean		hours/fault		17.8682

		13.1		1		13.1		0.0242255131		13.1		0.024226		0.4204422695		Lamda		faults/hour		0.0560

		72.4		1		72.4		0.0020312804		13.8		0.023527		0.4371544374		S.D.		hours/fault		17.4502

		39.8		1		39.8		0.0079189319		14.0		0.023243		0.4439360648		Min		hours/fault		1.6500

		42.7		1		42.7		0.0070148992		14.1		0.023234		0.444168451		Max		hours/fault		71.0000

		17.8		1		17.8		0.019862953		14.3		0.023016		0.4493715408				intervals		15.4000

		28.1		2		14.0		0.0232434725		14.7		0.022611		0.4590670798				intervals/hour		0.0259

		22.5		1		22.5		0.0163200814		14.9		0.022423		0.4635704288		Lamda		faults/interval		3.1169

		29.6		1		29.6		0.0121545835		15.0		0.022376		0.4646903958		Min		intervals/fault		0.0427

		8.0		1		8.0		0.0299190781		15.0		0.022329		0.4658080245		Max		intervals/fault		1.8387

		32.2		1		32.2		0.0109028731		15.0		0.022329		0.4658080245

		54.1		1		54.1		0.0043558351		16.3		0.021192		0.4930029024

		22.8		1		22.8		0.0161504246		16.6		0.020928		0.499320949

		5.6		3		1.9		0.038662482		17.1		0.020496		0.5096765482

		14.0		3		4.7		0.0344161641		17.5		0.020114		0.5188133315

		14.0		2		7.0		0.0311962015		17.5		0.020114		0.5188133315

		37.7		2		18.9		0.0190100225		17.8		0.019863		0.5248097363

		24.7		1		24.7		0.0149173705		18.3		0.019452		0.5346381482

		74.5		5		14.9		0.0224227561		18.9		0.019010		0.545214773

		35.8		1		35.8		0.0093601034		18.9		0.018990		0.5456897753

		74.9		1		74.9		0.0018259061		19.0		0.018918		0.5474272099

		15.0		1		15.0		0.0223292246		19.9		0.018219		0.5641367217

		75.7		12		6.3		0.0321168936		20.0		0.018099		0.5670118853

		24.3		1		24.3		0.0151372159		20.1		0.018042		0.5683671775

		30.3		3		10.1		0.0274047495		20.6		0.017669		0.577294686

		56.9		3		19.0		0.0189175426		21.3		0.017160		0.5894838465

		57.1		4		14.3		0.0230162696		21.6		0.016981		0.5937514035

		21.6		1		21.6		0.0169811913		22.5		0.016320		0.6095674297

		16.3		1		16.3		0.0211924787		22.8		0.016150		0.6136262061

		103.5		3		34.5		0.0098814277		24.2		0.015211		0.6360953271

		36.1		3		12.0		0.0252772051		24.3		0.015137		0.6378656488

		29.9		2		15.0		0.0223759415		24.6		0.014949		0.6423784591

		44.0		1		44.0		0.0066577816		24.7		0.014917		0.6431251076

		30.0		1		30.0		0.0119280926		26.1		0.014040		0.6641128371

		59.6		3		19.9		0.018219085		27.5		0.013242		0.6832048727

		21.3		1		21.3		0.0171595752		28.8		0.012542		0.6999601561

		40.1		2		20.0		0.0180989032		29.6		0.012155		0.709220491

		69.3		1		69.3		0.0023074807		30.0		0.011928		0.7146389333

		55.4		5		11.1		0.0263136217		30.8		0.011536		0.7240236209

		9.9		1		9.9		0.0276926307		31.0		0.011464		0.7257485794

		12.2		1		12.2		0.0251017192		31.7		0.011110		0.7342129886

		14.7		1		14.7		0.0226109961		31.9		0.011017		0.736425706

		50.2		1		50.2		0.005137807		32.2		0.010903		0.7391657159

		24.2		1		24.2		0.0152112153		34.5		0.009883		0.7635692676

		26.1		1		26.1		0.0140400834		34.5		0.009881		0.7636022079

		27.5		2		13.8		0.0235269445		35.8		0.009360		0.7760740809

		97.8		1		97.8		0.0006999015		39.8		0.007919		0.8105518677

		68.6		1		68.6		0.0023759951		40.0		0.007853		0.8121290522

		18.3		1		18.3		0.0194521254		42.7		0.007015		0.8321794458

		140.2		2		70.1		0.0022311281		44.0		0.006658		0.8407229277

		17.1		1		17.1		0.0204955203		50.2		0.005138		0.8770859563

		20.1		1		20.1		0.018042252		53.0		0.004561		0.8908901384

		47.6		5		9.5		0.0280772696		54.1		0.004356		0.8957934196

		41.7		7		6.0		0.0325861636		68.6		0.002376		0.9431580119

		30.8		1		30.8		0.0115358126		69.3		0.002307		0.9447971115

		34.0		4		8.5		0.0293002585		70.1		0.002231		0.9466237293

		31.9		1		31.9		0.0110174055		71.0		0.002149		0.9485836981

		34.5		1		34.5		0.0098828046		72.4		0.002031		0.9514047748

		8.9		1		8.9		0.0288747162		74.9		0.001826		0.9563180366

		12.8		2		6.4		0.031988496		97.8		0.000700		0.9832559448

		2907.98		166		Totals

		Mean		hours/fault		23.9125

		Lamda		faults/hour		0.0418

		S.D.		hours/fault		19.5270

		Min		hours/fault		1.65

		Max		hours/fault		97.84

				intervals		45.27

				intervals/hour		0.0156

		Lamda		faults/interval		3.6671575847

		Min		intervals/fault		0.0257

		Max		intervals/fault		1.5230
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Notation



 



OI



 



 



 



operational increment



 



OI aliases: 



 



B=4, C=5, D=6, J=20, O=25



 



s



 



starting interval for using observed failure data in parameter 



estimation



 



a



 



 



alpha: failure rate at the beginning of  interval s (obtain from ERFS



 



b



 



 



 



beta: negative of derivativ



e of failure rate divided by failure rate 



 



t



 



 



interval when time to next failure prediction made  
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time to next failure(s) predicted at time t
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remaining failures predicted at time t
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test or operational time
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time delay between failure detection and fault correction
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Notation



OI


operational increment



OI aliases: 

B=4, C=5, D=6, J=20, O=25



s
starting interval for using observed failure data in parameter estimation



(

alpha: failure rate at the beginning of  interval s (obtain from ERFS



(


beta: negative of derivative of failure rate divided by failure rate 



t

interval when time to next failure prediction made  



Xs-1


observed failure count in the range [1,s-1].



Xs,t 


observed failure count in the range [s,t]



Xt



observed failure count in the range [1,t]



Ft



given number of failures to occur after interval t



TF(t)


time to next failure(s) predicted at time t



r(t)



remaining failures predicted at time t



T



test or operational time



Rc



critical value of remaining faults



dTmax


maximum fault correction delay



dT



time delay between failure detection and fault correction



F(dT)


values of cumulative distribution function of dT



m



mean fault correction rate in the intervals dT



R(T)


fault correction rate at time T




D(T)


cumulative number of failures detected at time T




D(TL)


cumulative number of failures detected over life of software TL


Cs-1



observed fault correction count in the range [1,s-1]



C (T)


cumulative number of faults corrected at time T







N(T)


number of remaining faults at time T







N (TL)


number of remaining faults over life of software TL




C



given number of faults to correct




TC



time required to correct C faults




r(T)


proportion of faults corrected at time T




p(T)


proportion of faults remaining at time T
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r(t) = ((/() - Xs,t 



dT = (-log (1 – F (dT)))/m



R(T) = α[exp (-β (T –s + 1 + (log (1 - F (dT)))/m))]



D(T) = (α/β)[1 – exp (-β ((T –s + 1)))] + Xs-1




D(TL) = (/( + Xs-1




C(T) = (α/β) [1- exp (-β (T – s +1 + (log (1 - F (dT)))/m))] + Cs-1



N(T) = D(T) – C(T)
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N(TL) = D(TL) – C(T)



and C ( Cs-1


p(T) = 1- r(T)



tes



1. For r(t), D(T), C(T), and N(T), use s, alpha, and beta for minimum MSEF from SMERFS.



2. For TF(t), use s, alpha, and beta for minimum MSET from SMERFS.



3. For the Shuttle, time units are 30-day intervals.




3. Due to the limitation of Excel to handle certain symbols in equations, some symbols are different in the Excel equations than in the above notation. The notation corresponds to the column headings in the “Sch Model” worksheet.
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Predictions

		OI		s		a		b		t		Xs-1		Xst		Xt		Ft		TF(t)		r(t)		T		R_c		dTmax		F(dT)		m		dT		R(T)		D(T)		D (TL)		Cs-1		C(T)		N(T)		N (TL)		C		Tc		p(T)

		6		5		1.171100		0.145470		18		0		7		7		1		20.87

		6		7		0.377100		0.021001		18		3		4		7						13.96								0.90		3.67		0.63								3								4		5.62

		6		7		0.377100		0.021001		18		3		4		7								7.43						0.90		3.67				0.37		3.53		20.96		0		0.30		3.23		20.66						0.92

		6		7		0.377100		0.021001		18		3		4		7								9.77						0.90		3.67				0.35		4.37		20.96		0		1.15		3.22		19.81						0.74

		6		7		0.377100		0.021001		18		3		4		7								10.86		1		2.85		0.90		3.67				0.35		4.74		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								10.87		0		0.00		0.90		3.67				0.34		4.75		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								12.73						0.90		3.67				0.33		5.37		20.96		3		5.16		0.21		15.80						0.04

		6		7		0.377100		0.021001		18		3		4		7								14.60		0		0.00		0.90		3.67				0.32		5.97		20.96		3		5.77		0.20		15.19						0.03

		6		7		0.377100		0.021001		18		3		4		7								17.50						0.90		3.67				0.30		6.85		20.96		3		6.67		0.19		14.29						0.03

		6		7		0.377100		0.021001		18		3		4		7								18.17		0		0.00		0.90		3.67				0.30		7.05		20.96		3		6.87		0.18		14.09						0.03

		6		7		0.377100		0.021001		18		3		4		7								23.70						0.90		3.67				0.26		8.57		20.96		3		8.41		0.16		12.55						0.02

		6		7		0.377100		0.021001		18		3		4		7								32.43						0.90		3.67				0.22		10.65		20.96		3		10.51		0.14		10.44						0.01

		6		7		0.377100		0.021001		18		3		4		7								45.17						0.90		3.67				0.17		13.07		20.96		3		12.96		0.10		7.99						0.01

		6		7		0.377100		0.021001		18		3		4		7								47.57						0.90		3.67				0.16		13.46		20.96		3		13.36		0.10		7.60						0.01

		6		7		0.377100		0.021001		18		3		4		7								58.27						0.90		3.67				0.13		14.97		20.96		3		14.89		0.08		6.07						0.01

		6		7		0.377100		0.021001		18		3		4		7								61.14						0.90		3.67				0.12		15.32		20.96		3		15.24		0.07		5.72						0.00

		20		9		0.534290		0.060985		18		3		4		7		1		3.87		4.76		10.00		1		1.99

		20		9		0.534290		0.060985		18		3		4		7								10.00		2		3.76

		20		9		0.534290		0.060985		18		3		4		7								10.00		3		5.36

		20		9		0.534290		0.060985		18		3		4		7								10.00		4		6.82

		20		9		0.534290		0.060985		18		3		4		7								20.00		1		3.49

		20		9		0.534290		0.060985		18		3		4		7								20.00		2		6.37

		20		9		0.534290		0.060985		18		3		4		7								20.00		3		8.81

		20		9		0.534290		0.060985		18		3		4		7								20.00		4		10.94

		20		9		0.534290		0.060985		18		3		4		7								9.17						0.90		3.67		0.63		0.52		3.60		11.76		0		0.28		3.32		11.48						0.92

		20		9		0.534290		0.060985		18		3		4		7								9.23						0.90		3.67		0.63		0.52		3.63		11.76		0		0.32		3.32		11.45						0.91

		20		9		0.534290		0.060985		18		3		4		7								10.60		3		5.53		0.90		3.67		0.63		0.47		4.28		11.76		2		2.99		1.29		8.77						0.30

		20		9		0.534290		0.060985		18		3		4		7								13.20						0.90		3.67		0.63		0.40		5.38		11.76		2		4.13		1.25		7.63						0.23

		20		9		0.534290		0.060985		18		3		4		7								13.66		3		6.47		0.90		3.67		0.63		0.39		5.56		11.76		3		5.32		0.24		6.45						0.04

		20		9		0.534290		0.060985		18		3		4		7								17.17						0.90		3.67		0.63		0.32		6.75		11.76		3		6.56		0.20		5.20						0.03

		20		9		0.534290		0.060985		18		3		4		7								24.06		3		10.63		0.90		3.67		0.63		0.21		8.47		11.76		3		8.34		0.13		3.42						0.02

		20		9		0.534290		0.060985		18		3		4		7								24.27		2		7.87		0.90		3.67		0.63		0.21		8.51		11.76		3		8.39		0.13		3.37						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.43		1		8.57		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.44		0		0.00		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		20		9		0.534290		0.060985		18		3		4		7								10		1				0.90		3.67				0.49		4.01		11.76		0		0.70		3.30		11.06						0.82

		20		9		0.534290		0.060985		18		3		4		7								15		1				0.90		3.67				0.36		6.04		11.76		3		5.82		0.22		5.94						0.04

		20		9		0.534290		0.060985		18		3		4		7								20		1				0.90		3.67				0.27		7.55		11.76		3		7.38		0.16		4.38						0.02

		20		9		0.534290		0.060985		18		3		4		7								25		1				0.90		3.67				0.20		8.65		11.76		3		8.53		0.12		3.23						0.01

		20		9		0.534290		0.060985		18		3		4		7								30		1				0.90		3.67				0.15		9.47		11.76		3		9.38		0.09		2.38						0.01

		25		9		0.221590		0.027882		25		3		3		6						4.95

		25		6		0.863540		0.134070		25		0		6		6		1		*

		25		6		0.624420		0.082922		37		0		7		7		1		*

		25		9		0.185530		0.021568		37		3		4		7						4.60

		* Can't make prediction.

		25		9		0.221590		0.027882		25		3		3		6								10						0.90		3.12				0.21		3.43		10.95		1		1.27		2.16		9.67						0.63

		25		9		0.221590		0.027882		25		3		3		6								15						0.90		3.12				0.19		4.41		10.95		1		2.27		2.14		8.67						0.48

		25		9		0.221590		0.027882		25		3		3		6								20						0.90		3.12				0.16		5.26		10.95		2		4.14		1.12		6.81						0.21

		25		9		0.221590		0.027882		25		3		3		6								25						0.90		3.12				0.14		6.00		10.95		2		4.90		1.10		6.05						0.18

		25		9		0.221590		0.027882		25		3		3		6								30						0.90		3.12				0.12		6.64		10.95		3		6.55		0.09		4.39						0.01

		25		9		0.185530		0.021568		37		3		4		7								9.07		2		9.90		0.90		3.12		0.74		0.18		3.20		11.60		1		1.06		2.14		10.54						0.67

		25		9		0.185530		0.021568		37		3		4		7								11.47						0.90		3.12		0.74		0.17		3.62		11.60		1		1.49		2.13		10.11						0.59

		25		9		0.185530		0.021568		37		3		4		7								16.80		1		6.10		0.90		3.12		0.74		0.16		4.49		11.60		2		3.37		1.11		8.23						0.25

		25		9		0.185530		0.021568		37		3		4		7								24.67						0.90		3.12		0.74		0.13		5.60		11.60		2		4.50		1.10		7.10						0.20

		25		9		0.185530		0.021568		37		3		4		7								29.40		0		0.00		0.90		3.12		0.74		0.12		6.18		11.60		3		6.09		0.09		5.51						0.01

		25		9		0.185530		0.021568		37		3		4		7								36.17						0.90		3.12		0.74		0.10		6.92		11.60		3		6.84		0.08		4.76						0.01

		25		9		0.185530		0.021568		37		3		4		7								45.77		0		0.00		0.90		3.12		0.74		0.08		7.79		11.60		3		7.73		0.06		3.87						0.01

				Insufficient data to compute





F(dT) Plot

		1.65		1.65		1.65

		1.8666666667		1.8666666667		1.8666666667

		2		2		2

		2.3		2.3		2.3

		4.3666666667		4.3666666667		4.3666666667

		4.65		4.65		4.65

		5.25		5.25		5.25

		5.9571428571		5.9571428571		5.9571428571

		6		6		6

		6.3041666667		6.3041666667		6.3041666667

		6.4		6.4		6.4

		7		7		7

		7		7		7

		7		7		7

		8		8		8

		8.5		8.5		8.5

		8.85		8.85		8.85

		9.52		9.52		9.52

		9.85		9.85		9.85

		10.1		10.1		10.1

		11		11		11

		11.072		11.072		11.072

		11.76		11.76		11.76

		12.0333333333		12.0333333333		12.0333333333

		12.1		12.1		12.1

		12.2		12.2		12.2

		13.05		13.05		13.05

		13.75		13.75		13.75

		14.04		14.04		14.04

		14.05		14.05		14.05

		14.275		14.275		14.275

		14.7		14.7		14.7

		14.9		14.9		14.9

		14.95		14.95		14.95

		15		15		15

		15		15		15

		16.25		16.25		16.25

		16.55		16.55		16.55

		17.05		17.05		17.05

		17.5		17.5		17.5

		17.5		17.5		17.5

		17.8		17.8		17.8

		18.3		18.3		18.3

		18.85		18.85		18.85

		18.875		18.875		18.875

		18.9666666667		18.9666666667		18.9666666667

		19.8666666667		19.8666666667		19.8666666667

		20.025		20.025		20.025

		20.1		20.1		20.1

		20.6		20.6		20.6

		21.3		21.3		21.3

		21.55		21.55		21.55

		22.5		22.5		22.5

		22.75		22.75		22.75

		24.1833333333		24.1833333333		24.1833333333

		24.3		24.3		24.3

		24.6		24.6		24.6

		24.65		24.65		24.65

		26.1		26.1		26.1

		27.5		27.5		27.5

		28.8		28.8		28.8

		29.55		29.55		29.55

		30		30		30

		30.8		30.8		30.8

		30.95		30.95		30.95

		31.7		31.7		31.7

		31.9		31.9		31.9

		32.15		32.15		32.15

		34.5		34.5		34.5

		34.5033333333		34.5033333333		34.5033333333

		35.8		35.8		35.8

		39.8		39.8		39.8

		40		40		40

		42.7		42.7		42.7

		43.95		43.95		43.95

		50.15		50.15		50.15

		53		53		53

		54.1		54.1		54.1

		68.6		68.6		68.6

		69.3		69.3		69.3

		70.105		70.105		70.105

		71		71		71

		72.35		72.35		72.35

		74.9		74.9		74.9

		97.84		97.84		97.84



FL

FU

dTL

dTU

m

cdf

#REF!

#REF!

dT (hours)

F (dT)

Figure 2. Distribution Function of Fault Correction Delay
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		Insp Hrs		Faults		Corr Time		pdf		Sorted Corr Time		Sorted pdf		cdf		OI25 Insp Hrs		OI25 Faults		OI25 Corr Time

		27.5		1		27.5		0.0132420363		1.7		0.039014		0.0666453197		15.0		1		15.0

		7.0		1		7.0		0.0311962015		1.9		0.038662		0.0750602388		10.5		2		5.3

		15.0		1		15.0		0.0223292246		2.0		0.038448		0.0802008978		7.0		1		7.0

		10.5		2		5.3		0.0335637407		2.3		0.037968		0.09166316		27.5		1		27.5

		75.5		4		18.9		0.0189901674		4.4		0.034826		0.166837574		2.0		1		2.0

		2.0		1		2.0		0.0384476025		4.7		0.034416		0.1766467928		28.1		2		14.1

		28.1		2		14.1		0.0232337587		5.3		0.033564		0.1970396953		7.0		1		7.0

		7.0		1		7.0		0.0311962015		6.0		0.032586		0.2204267087		53.0		1		53.0

		17.5		1		17.5		0.0201136027		6.0		0.032528		0.2218220084		75.5		4		18.9

		53.0		1		53.0		0.0045607922		6.3		0.032117		0.2316532625		17.5		1		17.5

		16.1		7		2.3		0.0379684799		6.4		0.031988		0.234724975		16.1		7		2.3

		18.0		3		6.0		0.03252784		7.0		0.031196		0.2536793908		18.0		3		6.0

		40.0		1		40.0		0.0078530056		7.0		0.031196		0.2536793908		40.0		1		40.0

		35.0		2		17.5		0.0201136027		7.0		0.031196		0.2536793908		71.0		1		71.0

		13.1		3		4.4		0.0348261894		8.0		0.029919		0.284232582		35.0		2		17.5

		71.0		1		71.0		0.0021492014		8.5		0.029300		0.2990368773		58.8		5		11.8

		6.6		4		1.7		0.0390142256		8.9		0.028875		0.3092173163		6.6		4		1.7

		58.8		5		11.8		0.0255676617		9.5		0.028077		0.3282949846		13.1		3		4.4

		24.6		1		24.6		0.0149485804		9.9		0.027693		0.3374968722		20.6		1		20.6

		20.6		1		20.6		0.0176690821		10.1		0.027405		0.3443839821		12.1		1		12.1

		22.0		2		11.0		0.0263929344		11.0		0.026393		0.3685900851		22.5		1		22.5

		16.6		1		16.6		0.0209283843		11.1		0.026314		0.3704875197		32.2		1		32.2

		12.1		1		12.1		0.025206864		11.8		0.025568		0.3883334513		5.6		3		1.9

		31.7		1		31.7		0.0111098971		12.0		0.025277		0.3952821742		594.7		48				Totals

		28.8		1		28.8		0.0125416655		12.1		0.025207		0.3969649754

		31.0		1		31.0		0.0114637094		12.2		0.025102		0.3994804009		Mean		hours/fault		17.8682

		13.1		1		13.1		0.0242255131		13.1		0.024226		0.4204422695		Lamda		faults/hour		0.0560

		72.4		1		72.4		0.0020312804		13.8		0.023527		0.4371544374		S.D.		hours/fault		17.4502

		39.8		1		39.8		0.0079189319		14.0		0.023243		0.4439360648		Min		hours/fault		1.6500

		42.7		1		42.7		0.0070148992		14.1		0.023234		0.444168451		Max		hours/fault		71.0000

		17.8		1		17.8		0.019862953		14.3		0.023016		0.4493715408				intervals		15.4000

		28.1		2		14.0		0.0232434725		14.7		0.022611		0.4590670798				intervals/hour		0.0259

		22.5		1		22.5		0.0163200814		14.9		0.022423		0.4635704288		Lamda		faults/interval		3.1169

		29.6		1		29.6		0.0121545835		15.0		0.022376		0.4646903958		Min		intervals/fault		0.0427

		8.0		1		8.0		0.0299190781		15.0		0.022329		0.4658080245		Max		intervals/fault		1.8387

		32.2		1		32.2		0.0109028731		15.0		0.022329		0.4658080245

		54.1		1		54.1		0.0043558351		16.3		0.021192		0.4930029024

		22.8		1		22.8		0.0161504246		16.6		0.020928		0.499320949

		5.6		3		1.9		0.038662482		17.1		0.020496		0.5096765482

		14.0		3		4.7		0.0344161641		17.5		0.020114		0.5188133315

		14.0		2		7.0		0.0311962015		17.5		0.020114		0.5188133315

		37.7		2		18.9		0.0190100225		17.8		0.019863		0.5248097363

		24.7		1		24.7		0.0149173705		18.3		0.019452		0.5346381482

		74.5		5		14.9		0.0224227561		18.9		0.019010		0.545214773

		35.8		1		35.8		0.0093601034		18.9		0.018990		0.5456897753

		74.9		1		74.9		0.0018259061		19.0		0.018918		0.5474272099

		15.0		1		15.0		0.0223292246		19.9		0.018219		0.5641367217

		75.7		12		6.3		0.0321168936		20.0		0.018099		0.5670118853

		24.3		1		24.3		0.0151372159		20.1		0.018042		0.5683671775

		30.3		3		10.1		0.0274047495		20.6		0.017669		0.577294686

		56.9		3		19.0		0.0189175426		21.3		0.017160		0.5894838465

		57.1		4		14.3		0.0230162696		21.6		0.016981		0.5937514035

		21.6		1		21.6		0.0169811913		22.5		0.016320		0.6095674297

		16.3		1		16.3		0.0211924787		22.8		0.016150		0.6136262061

		103.5		3		34.5		0.0098814277		24.2		0.015211		0.6360953271

		36.1		3		12.0		0.0252772051		24.3		0.015137		0.6378656488

		29.9		2		15.0		0.0223759415		24.6		0.014949		0.6423784591

		44.0		1		44.0		0.0066577816		24.7		0.014917		0.6431251076

		30.0		1		30.0		0.0119280926		26.1		0.014040		0.6641128371

		59.6		3		19.9		0.018219085		27.5		0.013242		0.6832048727

		21.3		1		21.3		0.0171595752		28.8		0.012542		0.6999601561

		40.1		2		20.0		0.0180989032		29.6		0.012155		0.709220491

		69.3		1		69.3		0.0023074807		30.0		0.011928		0.7146389333

		55.4		5		11.1		0.0263136217		30.8		0.011536		0.7240236209

		9.9		1		9.9		0.0276926307		31.0		0.011464		0.7257485794

		12.2		1		12.2		0.0251017192		31.7		0.011110		0.7342129886

		14.7		1		14.7		0.0226109961		31.9		0.011017		0.736425706

		50.2		1		50.2		0.005137807		32.2		0.010903		0.7391657159

		24.2		1		24.2		0.0152112153		34.5		0.009883		0.7635692676

		26.1		1		26.1		0.0140400834		34.5		0.009881		0.7636022079

		27.5		2		13.8		0.0235269445		35.8		0.009360		0.7760740809

		97.8		1		97.8		0.0006999015		39.8		0.007919		0.8105518677

		68.6		1		68.6		0.0023759951		40.0		0.007853		0.8121290522

		18.3		1		18.3		0.0194521254		42.7		0.007015		0.8321794458

		140.2		2		70.1		0.0022311281		44.0		0.006658		0.8407229277

		17.1		1		17.1		0.0204955203		50.2		0.005138		0.8770859563

		20.1		1		20.1		0.018042252		53.0		0.004561		0.8908901384

		47.6		5		9.5		0.0280772696		54.1		0.004356		0.8957934196

		41.7		7		6.0		0.0325861636		68.6		0.002376		0.9431580119

		30.8		1		30.8		0.0115358126		69.3		0.002307		0.9447971115

		34.0		4		8.5		0.0293002585		70.1		0.002231		0.9466237293

		31.9		1		31.9		0.0110174055		71.0		0.002149		0.9485836981

		34.5		1		34.5		0.0098828046		72.4		0.002031		0.9514047748

		8.9		1		8.9		0.0288747162		74.9		0.001826		0.9563180366

		12.8		2		6.4		0.031988496		97.8		0.000700		0.9832559448

		2907.98		166		Totals

		Mean		hours/fault		23.9125

		Lamda		faults/hour		0.0418

		S.D.		hours/fault		19.5270

		Min		hours/fault		1.65

		Max		hours/fault		97.84

				intervals		45.27

				intervals/hour		0.0156

		Lamda		faults/interval		3.6671575847

		Min		intervals/fault		0.0257

		Max		intervals/fault		1.5230
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Notation



OI


operational increment



OI aliases: 

B=4, C=5, D=6, J=20, O=25



s
starting interval for using observed failure data in parameter estimation



(

alpha: failure rate at the beginning of  interval s (obtain from ERFS



(


beta: negative of derivative of failure rate divided by failure rate 



t

interval when time to next failure prediction made  



Xs-1


observed failure count in the range [1,s-1].



Xs,t 


observed failure count in the range [s,t]



Xt



observed failure count in the range [1,t]



Ft



given number of failures to occur after interval t



TF(t)


time to next failure(s) predicted at time t



r(t)



remaining failures predicted at time t



T



test or operational time



Rc



critical value of remaining faults



dTmax


maximum fault correction delay



dT



time delay between failure detection and fault correction



F(dT)


values of cumulative distribution function of dT



m



mean fault correction rate in the intervals dT



R(T)


fault correction rate at time T




D(T)


cumulative number of failures detected at time T




D(TL)


cumulative number of failures detected over life of software TL


Cs-1



observed fault correction count in the range [1,s-1]



C (T)


cumulative number of faults corrected at time T







N(T)


number of remaining faults at time T







N (TL)


number of remaining faults over life of software TL




C



given number of faults to correct




TC



time required to correct C faults




r(T)


proportion of faults corrected at time T




p(T)


proportion of faults remaining at time T





Equations






[image: image5.wmf]dT



max



=[log[1 + (



b



/



a



)(exp (



b



(T 



–



 s + 1)))(R



C



)]]/



b



 








[image: image1.wmf](t)=[(log[/((+))])/](ts+1)



TXF



Fs,tt



aa-bb--



r(t) = ((/() - Xs,t 



dT = (-log (1 – F (dT)))/m



R(T) = α[exp (-β (T –s + 1 + (log (1 - F (dT)))/m))]



D(T) = (α/β)[1 – exp (-β ((T –s + 1)))] + Xs-1




D(TL) = (/( + Xs-1




C(T) = (α/β) [1- exp (-β (T – s +1 + (log (1 - F (dT)))/m))] + Cs-1



N(T) = D(T) – C(T)
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N(TL) = D(TL) – C(T)



p(T) = 1- r(T)



tes



1. For r(t), D(T), C(T), and N(T), use s, alpha, and beta for minimum MSEF from SMERFS.



2. For TF(t), use s, alpha, and beta for minimum MSET from SMERFS.



3. For the Shuttle, time units are 30-day intervals.




3. Due to the limitation of Excel to handle certain symbols in equations, some symbols are different in the Excel equations than in the above notation. The notation corresponds to the column headings in the “Sch Model” worksheet.
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Predictions

		OI		s		a		b		t		Xs-1		Xst		Xt		Ft		TF(t)		r(t)		T		R_c		dTmax		F(dT)		m		dT		R(T)		D(T)		D (TL)		Cs-1		C(T)		N(T)		N (TL)

		6		5		1.605900		0.137000		18		0		10		10		1		6.35						1

		6		6		0.738250		0.051401		18		3		7		10						7.36

		20		9		0.534290		0.060985		18		3		4		7		1		3.87		4.76		10.00		1		1.99

		20		9		0.534290		0.060985		18		3		4		7								10.00		2		3.76

		20		9		0.534290		0.060985		18		3		4		7								10.00		3		5.36

		20		9		0.534290		0.060985		18		3		4		7								10.00		4		6.82

		20		9		0.534290		0.060985		18		3		4		7								20.00		1		3.49

		20		9		0.534290		0.060985		18		3		4		7								20.00		2		6.37

		20		9		0.534290		0.060985		18		3		4		7								20.00		3		8.81

		20		9		0.534290		0.060985		18		3		4		7								20.00		4		10.94

		20		9		0.534290		0.060985		18		3		4		7								9.17						0.90		3.67		0.63		0.52		3.60		11.76		0		0.28		3.32		11.48

		20		9		0.534290		0.060985		18		3		4		7								9.23						0.90		3.67		0.63		0.52		3.63		11.76		0		0.32		3.32		11.45

		20		9		0.534290		0.060985		18		3		4		7								10.60		3		5.53		0.90		3.67		0.63		0.47		4.28		11.76		2		2.99		1.29		8.77

		20		9		0.534290		0.060985		18		3		4		7								13.20						0.90		3.67		0.63		0.40		5.38		11.76		2		4.13		1.25		7.63

		20		9		0.534290		0.060985		18		3		4		7								13.66		3		6.47		0.90		3.67		0.63		0.39		5.56		11.76		3		5.32		0.24		6.45

		20		9		0.534290		0.060985		18		3		4		7								17.17						0.90		3.67		0.63		0.32		6.75		11.76		3		6.56		0.20		5.20

		20		9		0.534290		0.060985		18		3		4		7								24.06		3		10.63		0.90		3.67		0.63		0.21		8.47		11.76		3		8.34		0.13		3.42

		20		9		0.534290		0.060985		18		3		4		7								24.27		2		7.87		0.90		3.67		0.63		0.21		8.51		11.76		3		8.39		0.13		3.37

		20		9		0.534290		0.060985		18		3		4		7								37.43		1		8.57		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51

		20		9		0.534290		0.060985		18		3		4		7								37.44		0		0.00		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51

		20		9		0.534290		0.060985		18		3		4		7								10.00		1				0.90		3.67				0.49		4.01		11.76		0		0.70		3.30		11.06

		20		9		0.534290		0.060985		18		3		4		7								15.00		1				0.90		3.67				0.36		6.04		11.76		0		2.82		3.22		8.94

		20		9		0.534290		0.060985		18		3		4		7								20.00		1				0.90		3.67				0.27		7.55		11.76		3		7.38		0.16		4.38

		20		9		0.534290		0.060985		18		3		4		7								25.00		1				0.90		3.67				0.20		8.65		11.76		3		8.53		0.12		3.23

		20		9		0.534290		0.060985		18		3		4		7								30.00		1				0.90		3.67				0.15		9.47		11.76		3		9.38		0.09		2.38

		25		9		0.221590		0.027882		25		3		3		6						4.95

		25		6		0.863540		0.134070		25		0		6		6		1		*

		25		6		0.624420		0.082922		37		0		7		7		1		*

		25		9		0.185530		0.021568		37		3		4		7						4.60

		25		9		0.221590		0.027882		25		3		3		6								10.00						0.90		3.12				0.21		3.43		10.95		1		1.27		2.16		9.67

		25		9		0.221590		0.027882		25		3		3		6								15.00						0.90		3.12				0.19		4.41		10.95		1		2.27		2.14		8.67

		25		9		0.221590		0.027882		25		3		3		6								20.00						0.90		3.12				0.16		5.26		10.95		2		4.14		1.12		6.81

		25		9		0.221590		0.027882		25		3		3		6								25.00						0.90		3.12				0.14		6.00		10.95		2		4.90		1.10		6.05

		25		9		0.221590		0.027882		25		3		3		6								30.00						0.90		3.12				0.12		6.64		10.95		3		6.55		0.09		4.39

		25		9		0.185530		0.021568		37		3		4		7								9.07		2		9.90		0.90		3.12		0.74		0.18		3.20		11.60		1		1.06		2.14		10.54

		25		9		0.185530		0.021568		37		3		4		7								11.47						0.90		3.12		0.74		0.17		3.62		11.60		1		1.49		2.13		10.11

		25		9		0.185530		0.021568		37		3		4		7								16.80		1		6.10		0.90		3.12		0.74		0.16		4.49		11.60		2		3.37		1.11		8.23

		25		9		0.185530		0.021568		37		3		4		7								24.67						0.90		3.12		0.74		0.13		5.60		11.60		2		4.50		1.10		7.10

		25		9		0.185530		0.021568		37		3		4		7								29.40		0		0.00		0.90		3.12		0.74		0.12		6.18		11.60		3		6.09		0.09		5.51

		25		9		0.185530		0.021568		37		3		4		7								36.17						0.90		3.12		0.74		0.10		6.92		11.60		3		6.84		0.08		4.76

		25		9		0.185530		0.021568		37		3		4		7								45.77		0		0.00		0.90		3.12		0.74		0.08		7.79		11.60		3		7.73		0.06		3.87

		*		Insufficient data to compute
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Figure 2. Distribution Function of Fault Correction Delay
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0.8908901384

0.8957934196

0.9431580119

0.9447971115

0.9466237293

0.9485836981

0.9514047748

0.9563180366

0.9832559448



Faults

		Insp Hrs		Faults		Corr Time		pdf		Sorted Corr Time		Sorted pdf		cdf		OI25 Insp Hrs		OI25 Faults		OI25 Corr Time

		27.5		1		27.5		0.0132420363		1.7		0.039014		0.0666453197		15.0		1		15.0

		7.0		1		7.0		0.0311962015		1.9		0.038662		0.0750602388		10.5		2		5.3

		15.0		1		15.0		0.0223292246		2.0		0.038448		0.0802008978		7.0		1		7.0

		10.5		2		5.3		0.0335637407		2.3		0.037968		0.09166316		27.5		1		27.5

		75.5		4		18.9		0.0189901674		4.4		0.034826		0.166837574		2.0		1		2.0

		2.0		1		2.0		0.0384476025		4.7		0.034416		0.1766467928		28.1		2		14.1

		28.1		2		14.1		0.0232337587		5.3		0.033564		0.1970396953		7.0		1		7.0

		7.0		1		7.0		0.0311962015		6.0		0.032586		0.2204267087		53.0		1		53.0

		17.5		1		17.5		0.0201136027		6.0		0.032528		0.2218220084		75.5		4		18.9

		53.0		1		53.0		0.0045607922		6.3		0.032117		0.2316532625		17.5		1		17.5

		16.1		7		2.3		0.0379684799		6.4		0.031988		0.234724975		16.1		7		2.3

		18.0		3		6.0		0.03252784		7.0		0.031196		0.2536793908		18.0		3		6.0

		40.0		1		40.0		0.0078530056		7.0		0.031196		0.2536793908		40.0		1		40.0

		35.0		2		17.5		0.0201136027		7.0		0.031196		0.2536793908		71.0		1		71.0

		13.1		3		4.4		0.0348261894		8.0		0.029919		0.284232582		35.0		2		17.5

		71.0		1		71.0		0.0021492014		8.5		0.029300		0.2990368773		58.8		5		11.8

		6.6		4		1.7		0.0390142256		8.9		0.028875		0.3092173163		6.6		4		1.7

		58.8		5		11.8		0.0255676617		9.5		0.028077		0.3282949846		13.1		3		4.4

		24.6		1		24.6		0.0149485804		9.9		0.027693		0.3374968722		20.6		1		20.6

		20.6		1		20.6		0.0176690821		10.1		0.027405		0.3443839821		12.1		1		12.1

		22.0		2		11.0		0.0263929344		11.0		0.026393		0.3685900851		22.5		1		22.5

		16.6		1		16.6		0.0209283843		11.1		0.026314		0.3704875197		32.2		1		32.2

		12.1		1		12.1		0.025206864		11.8		0.025568		0.3883334513		5.6		3		1.9

		31.7		1		31.7		0.0111098971		12.0		0.025277		0.3952821742		594.7		48				Totals

		28.8		1		28.8		0.0125416655		12.1		0.025207		0.3969649754

		31.0		1		31.0		0.0114637094		12.2		0.025102		0.3994804009		Mean		hours/fault		17.8682

		13.1		1		13.1		0.0242255131		13.1		0.024226		0.4204422695		Lamda		faults/hour		0.0560

		72.4		1		72.4		0.0020312804		13.8		0.023527		0.4371544374		S.D.		hours/fault		17.4502

		39.8		1		39.8		0.0079189319		14.0		0.023243		0.4439360648		Min		hours/fault		1.6500

		42.7		1		42.7		0.0070148992		14.1		0.023234		0.444168451		Max		hours/fault		71.0000

		17.8		1		17.8		0.019862953		14.3		0.023016		0.4493715408				intervals		15.4000

		28.1		2		14.0		0.0232434725		14.7		0.022611		0.4590670798				intervals/hour		0.0259

		22.5		1		22.5		0.0163200814		14.9		0.022423		0.4635704288		Lamda		faults/interval		3.1169

		29.6		1		29.6		0.0121545835		15.0		0.022376		0.4646903958		Min		intervals/fault		0.0427

		8.0		1		8.0		0.0299190781		15.0		0.022329		0.4658080245		Max		intervals/fault		1.8387

		32.2		1		32.2		0.0109028731		15.0		0.022329		0.4658080245

		54.1		1		54.1		0.0043558351		16.3		0.021192		0.4930029024

		22.8		1		22.8		0.0161504246		16.6		0.020928		0.499320949

		5.6		3		1.9		0.038662482		17.1		0.020496		0.5096765482

		14.0		3		4.7		0.0344161641		17.5		0.020114		0.5188133315

		14.0		2		7.0		0.0311962015		17.5		0.020114		0.5188133315

		37.7		2		18.9		0.0190100225		17.8		0.019863		0.5248097363

		24.7		1		24.7		0.0149173705		18.3		0.019452		0.5346381482

		74.5		5		14.9		0.0224227561		18.9		0.019010		0.545214773

		35.8		1		35.8		0.0093601034		18.9		0.018990		0.5456897753

		74.9		1		74.9		0.0018259061		19.0		0.018918		0.5474272099

		15.0		1		15.0		0.0223292246		19.9		0.018219		0.5641367217

		75.7		12		6.3		0.0321168936		20.0		0.018099		0.5670118853

		24.3		1		24.3		0.0151372159		20.1		0.018042		0.5683671775

		30.3		3		10.1		0.0274047495		20.6		0.017669		0.577294686

		56.9		3		19.0		0.0189175426		21.3		0.017160		0.5894838465

		57.1		4		14.3		0.0230162696		21.6		0.016981		0.5937514035

		21.6		1		21.6		0.0169811913		22.5		0.016320		0.6095674297

		16.3		1		16.3		0.0211924787		22.8		0.016150		0.6136262061

		103.5		3		34.5		0.0098814277		24.2		0.015211		0.6360953271

		36.1		3		12.0		0.0252772051		24.3		0.015137		0.6378656488

		29.9		2		15.0		0.0223759415		24.6		0.014949		0.6423784591

		44.0		1		44.0		0.0066577816		24.7		0.014917		0.6431251076

		30.0		1		30.0		0.0119280926		26.1		0.014040		0.6641128371

		59.6		3		19.9		0.018219085		27.5		0.013242		0.6832048727

		21.3		1		21.3		0.0171595752		28.8		0.012542		0.6999601561

		40.1		2		20.0		0.0180989032		29.6		0.012155		0.709220491

		69.3		1		69.3		0.0023074807		30.0		0.011928		0.7146389333

		55.4		5		11.1		0.0263136217		30.8		0.011536		0.7240236209

		9.9		1		9.9		0.0276926307		31.0		0.011464		0.7257485794

		12.2		1		12.2		0.0251017192		31.7		0.011110		0.7342129886

		14.7		1		14.7		0.0226109961		31.9		0.011017		0.736425706

		50.2		1		50.2		0.005137807		32.2		0.010903		0.7391657159

		24.2		1		24.2		0.0152112153		34.5		0.009883		0.7635692676

		26.1		1		26.1		0.0140400834		34.5		0.009881		0.7636022079

		27.5		2		13.8		0.0235269445		35.8		0.009360		0.7760740809

		97.8		1		97.8		0.0006999015		39.8		0.007919		0.8105518677

		68.6		1		68.6		0.0023759951		40.0		0.007853		0.8121290522

		18.3		1		18.3		0.0194521254		42.7		0.007015		0.8321794458

		140.2		2		70.1		0.0022311281		44.0		0.006658		0.8407229277

		17.1		1		17.1		0.0204955203		50.2		0.005138		0.8770859563

		20.1		1		20.1		0.018042252		53.0		0.004561		0.8908901384

		47.6		5		9.5		0.0280772696		54.1		0.004356		0.8957934196

		41.7		7		6.0		0.0325861636		68.6		0.002376		0.9431580119

		30.8		1		30.8		0.0115358126		69.3		0.002307		0.9447971115

		34.0		4		8.5		0.0293002585		70.1		0.002231		0.9466237293

		31.9		1		31.9		0.0110174055		71.0		0.002149		0.9485836981

		34.5		1		34.5		0.0098828046		72.4		0.002031		0.9514047748

		8.9		1		8.9		0.0288747162		74.9		0.001826		0.9563180366

		12.8		2		6.4		0.031988496		97.8		0.000700		0.9832559448

		2907.98		166		Totals

		Mean		hours/fault		23.9125

		Lamda		faults/hour		0.0418

		S.D.		hours/fault		19.5270

		Min		hours/fault		1.65

		Max		hours/fault		97.84

				intervals		45.27

				intervals/hour		0.0156

		Lamda		faults/interval		3.6671575847

		Min		intervals/fault		0.0257

		Max		intervals/fault		1.5230
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Notation



OI


operational increment



OI aliases: 

B=4, C=5, D=6, J=20, O=25



s
starting interval for using observed failure data in parameter estimation



(

alpha: failure rate at the beginning of  interval s (obtain from ERFS



(


beta: negative of derivative of failure rate divided by failure rate 



t

interval when time to next failure prediction made  



Xs-1


observed failure count in the range [1,s-1].



Xs,t 


observed failure count in the range [s,t]



Xt



observed failure count in the range [1,t]



Ft



given number of failures to occur after interval t



TF(t)


time to next failure(s) predicted at time t



r(t)



remaining failures predicted at time t



T



test or operational time



Rc



critical value of remaining faults



dTmax


maximum fault correction delay



dT



time delay between failure detection and fault correction



F(dT)


values of cumulative distribution function of dT



m



mean fault correction rate in the intervals dT



R(T)


fault correction rate at time T




D(T)


cumulative number of failures detected at time T




D(TL)


cumulative number of failures detected over life of software TL


Cs-1



observed fault correction count in the range [1,s-1]



C (T)


cumulative number of faults corrected at time T







N(T)


number of remaining faults at time T







N (TL)


number of remaining faults over life of software TL




TC



time required to correct C faults



Equations
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r(t) = ((/()-Xs,t 



dT = (-log (1 – F (dT)))/m



R(T) = α[exp (-β (T-s+1+ (log (1 - F (dT)))/m))]



D(T) = (α/β)[1 – exp (-β ((T-s+1)))] + Xs-1




D(TL) = (/( + Xs-1




C(T) = (α/β) [1- exp (-β (T-s+1+ (log (1 - F (dT)))/m))] + Cs-1



N(T) = D(T) – C(T)
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N(TL) = D(TL) – C(T)




Notes



1. For r(t), D(T), C(T), and N(T), use s, alpha, and beta for minimum MSEF from SMERFS.



2. For TF(t), use s, alpha, and beta for minimum MSET from SMERFS.



3. For the Shuttle, time units are 30-day intervals.




3. Due to the limitation of Excel to handle certain symbols in equations, some symbols are different in the Excel equations than in the above notation. The notation corresponds to the column headings in the “Sch Model” worksheet.
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Figure 4. Predicted Number of Remaining Faults

2.1564255703

3.3027149152

1

2.1360701154

0.2231549758

1

1.1183634893

0.1645050862

1

1.1029610033

0.1212696391

1

0.0895628226

0.0893973901

1



dT Plot

		3.4913493827		1.9887976156

		6.3682417954		3.762262121

		8.814931815		5.3625009404

		10.9435019461		6.8203632537



Test Time = 20 Intervals

Test Time = 10 Intervals

Critical Value of Remaining Faults

Fault Correction Delay
 (30 Day Intervals)

Figure 3. Maximum Fault Correction Delay (OIJ)
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Predictions

		OI		s		a		b		t		Xs-1		Xst		Xt		Ft		TF(t)		r(t)		T		R_c		dTmax		F(dT)		m		dT		R(T)		D(T)		D (TL)		Cs-1		C(T)		N(T)		N (TL)		C		Tc		p(T)

		6		5		1.171100		0.145470		18		0		7		7		1		20.87

		6		7		0.377100		0.021001		18		3		4		7						13.96								0.90		3.67		0.63								3								4		5.62

		6		7		0.377100		0.021001		18		3		4		7								7.43						0.90		3.67				0.37		3.53		20.96		0		0.30		3.23		20.66						0.92

		6		7		0.377100		0.021001		18		3		4		7								9.77						0.90		3.67				0.35		4.37		20.96		0		1.15		3.22		19.81						0.74

		6		7		0.377100		0.021001		18		3		4		7								10.86		1		2.85		0.90		3.67				0.35		4.74		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								10.87		0		0.00		0.90		3.67				0.34		4.75		20.96		3		4.53		0.22		16.43						0.05

		6		7		0.377100		0.021001		18		3		4		7								12.73						0.90		3.67				0.33		5.37		20.96		3		5.16		0.21		15.80						0.04

		6		7		0.377100		0.021001		18		3		4		7								14.60		0		0.00		0.90		3.67				0.32		5.97		20.96		3		5.77		0.20		15.19						0.03

		6		7		0.377100		0.021001		18		3		4		7								17.50						0.90		3.67				0.30		6.85		20.96		3		6.67		0.19		14.29						0.03

		6		7		0.377100		0.021001		18		3		4		7								18.17		0		0.00		0.90		3.67				0.30		7.05		20.96		3		6.87		0.18		14.09						0.03

		6		7		0.377100		0.021001		18		3		4		7								23.70						0.90		3.67				0.26		8.57		20.96		3		8.41		0.16		12.55						0.02

		6		7		0.377100		0.021001		18		3		4		7								32.43						0.90		3.67				0.22		10.65		20.96		3		10.51		0.14		10.44						0.01

		6		7		0.377100		0.021001		18		3		4		7								45.17						0.90		3.67				0.17		13.07		20.96		3		12.96		0.10		7.99						0.01

		6		7		0.377100		0.021001		18		3		4		7								47.57						0.90		3.67				0.16		13.46		20.96		3		13.36		0.10		7.60						0.01

		6		7		0.377100		0.021001		18		3		4		7								58.27						0.90		3.67				0.13		14.97		20.96		3		14.89		0.08		6.07						0.01

		6		7		0.377100		0.021001		18		3		4		7								61.14						0.90		3.67				0.12		15.32		20.96		3		15.24		0.07		5.72						0.00

		20		9		0.534290		0.060985		18		3		4		7		1		3.87		4.76		10.00		1		1.99

		20		9		0.534290		0.060985		18		3		4		7								10.00		2		3.76

		20		9		0.534290		0.060985		18		3		4		7								10.00		3		5.36

		20		9		0.534290		0.060985		18		3		4		7								10.00		4		6.82

		20		9		0.534290		0.060985		18		3		4		7								20.00		1		3.49

		20		9		0.534290		0.060985		18		3		4		7								20.00		2		6.37

		20		9		0.534290		0.060985		18		3		4		7								20.00		3		8.81

		20		9		0.534290		0.060985		18		3		4		7								20.00		4		10.94

		20		9		0.534290		0.060985		18		3		4		7								9.17						0.90		3.67		0.63		0.52		3.60		11.76		0		0.28		3.32		11.48						0.92

		20		9		0.534290		0.060985		18		3		4		7								9.23						0.90		3.67		0.63		0.52		3.63		11.76		0		0.32		3.32		11.45						0.91

		20		9		0.534290		0.060985		18		3		4		7								10.60		3		5.53		0.90		3.67		0.63		0.47		4.28		11.76		2		2.99		1.29		8.77						0.30

		20		9		0.534290		0.060985		18		3		4		7								13.20						0.90		3.67		0.63		0.40		5.38		11.76		2		4.13		1.25		7.63						0.23

		20		9		0.534290		0.060985		18		3		4		7								13.66		3		6.47		0.90		3.67		0.63		0.39		5.56		11.76		3		5.32		0.24		6.45						0.04

		20		9		0.534290		0.060985		18		3		4		7								17.17						0.90		3.67		0.63		0.32		6.75		11.76		3		6.56		0.20		5.20						0.03

		20		9		0.534290		0.060985		18		3		4		7								24.06		3		10.63		0.90		3.67		0.63		0.21		8.47		11.76		3		8.34		0.13		3.42						0.02

		20		9		0.534290		0.060985		18		3		4		7								24.27		2		7.87		0.90		3.67		0.63		0.21		8.51		11.76		3		8.39		0.13		3.37						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.43		1		8.57		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		20		9		0.534290		0.060985		18		3		4		7								37.44		0		0.00		0.90		3.67		0.63		0.09		10.31		11.76		3		10.25		0.06		1.51						0.01

		20		9		0.534290		0.060985		18		3		4		7								10		1				0.90		3.67				0.49		4.01		11.76		0		0.70		3.30		11.06						0.82

		20		9		0.534290		0.060985		18		3		4		7								15		1				0.90		3.67				0.36		6.04		11.76		3		5.82		0.22		5.94						0.04

		20		9		0.534290		0.060985		18		3		4		7								20		1				0.90		3.67				0.27		7.55		11.76		3		7.38		0.16		4.38						0.02

		20		9		0.534290		0.060985		18		3		4		7								25		1				0.90		3.67				0.20		8.65		11.76		3		8.53		0.12		3.23						0.01

		20		9		0.534290		0.060985		18		3		4		7								30		1				0.90		3.67				0.15		9.47		11.76		3		9.38		0.09		2.38						0.01

		25		9		0.221590		0.027882		25		3		3		6						4.95

		25		6		0.863540		0.134070		25		0		6		6		1		*

		25		6		0.624420		0.082922		37		0		7		7		1		*

		25		9		0.185530		0.021568		37		3		4		7						4.60

		* Can't make prediction.

		25		9		0.221590		0.027882		25		3		3		6								10						0.90		3.12				0.21		3.43		10.95		1		1.27		2.16		9.67						0.63

		25		9		0.221590		0.027882		25		3		3		6								15						0.90		3.12				0.19		4.41		10.95		1		2.27		2.14		8.67						0.48

		25		9		0.221590		0.027882		25		3		3		6								20						0.90		3.12				0.16		5.26		10.95		2		4.14		1.12		6.81						0.21

		25		9		0.221590		0.027882		25		3		3		6								25						0.90		3.12				0.14		6.00		10.95		2		4.90		1.10		6.05						0.18

		25		9		0.221590		0.027882		25		3		3		6								30						0.90		3.12				0.12		6.64		10.95		3		6.55		0.09		4.39						0.01

		25		9		0.185530		0.021568		37		3		4		7								9.07		2		9.90		0.90		3.12		0.74		0.18		3.20		11.60		1		1.06		2.14		10.54						0.67

		25		9		0.185530		0.021568		37		3		4		7								11.47						0.90		3.12		0.74		0.17		3.62		11.60		1		1.49		2.13		10.11						0.59

		25		9		0.185530		0.021568		37		3		4		7								16.80		1		6.10		0.90		3.12		0.74		0.16		4.49		11.60		2		3.37		1.11		8.23						0.25

		25		9		0.185530		0.021568		37		3		4		7								24.67						0.90		3.12		0.74		0.13		5.60		11.60		2		4.50		1.10		7.10						0.20

		25		9		0.185530		0.021568		37		3		4		7								29.40		0		0.00		0.90		3.12		0.74		0.12		6.18		11.60		3		6.09		0.09		5.51						0.01

		25		9		0.185530		0.021568		37		3		4		7								36.17						0.90		3.12		0.74		0.10		6.92		11.60		3		6.84		0.08		4.76						0.01

		25		9		0.185530		0.021568		37		3		4		7								45.77		0		0.00		0.90		3.12		0.74		0.08		7.79		11.60		3		7.73		0.06		3.87						0.01

				Insufficient data to compute
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Figure 2. Distribution Function of Fault Correction Delay
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Faults

		Insp Hrs		Faults		Corr Time		pdf		Sorted Corr Time		Sorted pdf		cdf		OI25 Insp Hrs		OI25 Faults		OI25 Corr Time

		27.5		1		27.5		0.0132420363		1.7		0.039014		0.0666453197		15.0		1		15.0

		7.0		1		7.0		0.0311962015		1.9		0.038662		0.0750602388		10.5		2		5.3

		15.0		1		15.0		0.0223292246		2.0		0.038448		0.0802008978		7.0		1		7.0

		10.5		2		5.3		0.0335637407		2.3		0.037968		0.09166316		27.5		1		27.5

		75.5		4		18.9		0.0189901674		4.4		0.034826		0.166837574		2.0		1		2.0

		2.0		1		2.0		0.0384476025		4.7		0.034416		0.1766467928		28.1		2		14.1

		28.1		2		14.1		0.0232337587		5.3		0.033564		0.1970396953		7.0		1		7.0

		7.0		1		7.0		0.0311962015		6.0		0.032586		0.2204267087		53.0		1		53.0

		17.5		1		17.5		0.0201136027		6.0		0.032528		0.2218220084		75.5		4		18.9

		53.0		1		53.0		0.0045607922		6.3		0.032117		0.2316532625		17.5		1		17.5

		16.1		7		2.3		0.0379684799		6.4		0.031988		0.234724975		16.1		7		2.3

		18.0		3		6.0		0.03252784		7.0		0.031196		0.2536793908		18.0		3		6.0

		40.0		1		40.0		0.0078530056		7.0		0.031196		0.2536793908		40.0		1		40.0

		35.0		2		17.5		0.0201136027		7.0		0.031196		0.2536793908		71.0		1		71.0

		13.1		3		4.4		0.0348261894		8.0		0.029919		0.284232582		35.0		2		17.5

		71.0		1		71.0		0.0021492014		8.5		0.029300		0.2990368773		58.8		5		11.8

		6.6		4		1.7		0.0390142256		8.9		0.028875		0.3092173163		6.6		4		1.7

		58.8		5		11.8		0.0255676617		9.5		0.028077		0.3282949846		13.1		3		4.4

		24.6		1		24.6		0.0149485804		9.9		0.027693		0.3374968722		20.6		1		20.6

		20.6		1		20.6		0.0176690821		10.1		0.027405		0.3443839821		12.1		1		12.1

		22.0		2		11.0		0.0263929344		11.0		0.026393		0.3685900851		22.5		1		22.5

		16.6		1		16.6		0.0209283843		11.1		0.026314		0.3704875197		32.2		1		32.2

		12.1		1		12.1		0.025206864		11.8		0.025568		0.3883334513		5.6		3		1.9

		31.7		1		31.7		0.0111098971		12.0		0.025277		0.3952821742		594.7		48				Totals

		28.8		1		28.8		0.0125416655		12.1		0.025207		0.3969649754

		31.0		1		31.0		0.0114637094		12.2		0.025102		0.3994804009		Mean		hours/fault		17.8682

		13.1		1		13.1		0.0242255131		13.1		0.024226		0.4204422695		Lamda		faults/hour		0.0560

		72.4		1		72.4		0.0020312804		13.8		0.023527		0.4371544374		S.D.		hours/fault		17.4502

		39.8		1		39.8		0.0079189319		14.0		0.023243		0.4439360648		Min		hours/fault		1.6500

		42.7		1		42.7		0.0070148992		14.1		0.023234		0.444168451		Max		hours/fault		71.0000

		17.8		1		17.8		0.019862953		14.3		0.023016		0.4493715408				intervals		15.4000

		28.1		2		14.0		0.0232434725		14.7		0.022611		0.4590670798				intervals/hour		0.0259

		22.5		1		22.5		0.0163200814		14.9		0.022423		0.4635704288		Lamda		faults/interval		3.1169

		29.6		1		29.6		0.0121545835		15.0		0.022376		0.4646903958		Min		intervals/fault		0.0427

		8.0		1		8.0		0.0299190781		15.0		0.022329		0.4658080245		Max		intervals/fault		1.8387

		32.2		1		32.2		0.0109028731		15.0		0.022329		0.4658080245

		54.1		1		54.1		0.0043558351		16.3		0.021192		0.4930029024

		22.8		1		22.8		0.0161504246		16.6		0.020928		0.499320949

		5.6		3		1.9		0.038662482		17.1		0.020496		0.5096765482

		14.0		3		4.7		0.0344161641		17.5		0.020114		0.5188133315

		14.0		2		7.0		0.0311962015		17.5		0.020114		0.5188133315

		37.7		2		18.9		0.0190100225		17.8		0.019863		0.5248097363

		24.7		1		24.7		0.0149173705		18.3		0.019452		0.5346381482

		74.5		5		14.9		0.0224227561		18.9		0.019010		0.545214773

		35.8		1		35.8		0.0093601034		18.9		0.018990		0.5456897753

		74.9		1		74.9		0.0018259061		19.0		0.018918		0.5474272099

		15.0		1		15.0		0.0223292246		19.9		0.018219		0.5641367217

		75.7		12		6.3		0.0321168936		20.0		0.018099		0.5670118853

		24.3		1		24.3		0.0151372159		20.1		0.018042		0.5683671775

		30.3		3		10.1		0.0274047495		20.6		0.017669		0.577294686

		56.9		3		19.0		0.0189175426		21.3		0.017160		0.5894838465

		57.1		4		14.3		0.0230162696		21.6		0.016981		0.5937514035

		21.6		1		21.6		0.0169811913		22.5		0.016320		0.6095674297

		16.3		1		16.3		0.0211924787		22.8		0.016150		0.6136262061

		103.5		3		34.5		0.0098814277		24.2		0.015211		0.6360953271

		36.1		3		12.0		0.0252772051		24.3		0.015137		0.6378656488

		29.9		2		15.0		0.0223759415		24.6		0.014949		0.6423784591

		44.0		1		44.0		0.0066577816		24.7		0.014917		0.6431251076

		30.0		1		30.0		0.0119280926		26.1		0.014040		0.6641128371

		59.6		3		19.9		0.018219085		27.5		0.013242		0.6832048727

		21.3		1		21.3		0.0171595752		28.8		0.012542		0.6999601561

		40.1		2		20.0		0.0180989032		29.6		0.012155		0.709220491

		69.3		1		69.3		0.0023074807		30.0		0.011928		0.7146389333

		55.4		5		11.1		0.0263136217		30.8		0.011536		0.7240236209

		9.9		1		9.9		0.0276926307		31.0		0.011464		0.7257485794

		12.2		1		12.2		0.0251017192		31.7		0.011110		0.7342129886

		14.7		1		14.7		0.0226109961		31.9		0.011017		0.736425706

		50.2		1		50.2		0.005137807		32.2		0.010903		0.7391657159

		24.2		1		24.2		0.0152112153		34.5		0.009883		0.7635692676

		26.1		1		26.1		0.0140400834		34.5		0.009881		0.7636022079

		27.5		2		13.8		0.0235269445		35.8		0.009360		0.7760740809

		97.8		1		97.8		0.0006999015		39.8		0.007919		0.8105518677

		68.6		1		68.6		0.0023759951		40.0		0.007853		0.8121290522

		18.3		1		18.3		0.0194521254		42.7		0.007015		0.8321794458

		140.2		2		70.1		0.0022311281		44.0		0.006658		0.8407229277

		17.1		1		17.1		0.0204955203		50.2		0.005138		0.8770859563

		20.1		1		20.1		0.018042252		53.0		0.004561		0.8908901384

		47.6		5		9.5		0.0280772696		54.1		0.004356		0.8957934196

		41.7		7		6.0		0.0325861636		68.6		0.002376		0.9431580119

		30.8		1		30.8		0.0115358126		69.3		0.002307		0.9447971115

		34.0		4		8.5		0.0293002585		70.1		0.002231		0.9466237293

		31.9		1		31.9		0.0110174055		71.0		0.002149		0.9485836981

		34.5		1		34.5		0.0098828046		72.4		0.002031		0.9514047748

		8.9		1		8.9		0.0288747162		74.9		0.001826		0.9563180366

		12.8		2		6.4		0.031988496		97.8		0.000700		0.9832559448

		2907.98		166		Totals

		Mean		hours/fault		23.9125

		Lamda		faults/hour		0.0418

		S.D.		hours/fault		19.5270

		Min		hours/fault		1.65

		Max		hours/fault		97.84

				intervals		45.27

				intervals/hour		0.0156

		Lamda		faults/interval		3.6671575847

		Min		intervals/fault		0.0257

		Max		intervals/fault		1.5230
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Notation



OI


operational increment



OI aliases: 

B=4, C=5, D=6, J=20, O=25



s
starting interval for using observed failure data in parameter estimation



(

alpha: failure rate at the beginning of  interval s (obtain from ERFS



(


beta: negative of derivative of failure rate divided by failure rate 



t

interval when time to next failure prediction made  



Xs-1


observed failure count in the range [1,s-1].



Xs,t 


observed failure count in the range [s,t]



Xt



observed failure count in the range [1,t]



Ft



given number of failures to occur after interval t



TF(t)


time to next failure(s) predicted at time t



r(t)



remaining failures predicted at time t



T



test or operational time



Rc



critical value of remaining faults



dTmax


maximum fault correction delay



dT



time delay between failure detection and fault correction



F(dT)


values of cumulative distribution function of dT



m



mean fault correction rate in the intervals dT



R(T)


fault correction rate at time T




D(T)


cumulative number of failures detected at time T




D(TL)


cumulative number of failures detected over life of software TL


Cs-1



observed fault correction count in the range [1,s-1]



C (T)


cumulative number of faults corrected at time T







N(T)


number of remaining faults at time T







N (TL)


number of remaining faults over life of software TL




C



given number of faults to correct




TC



time required to correct C faults




r(T)


proportion of faults corrected at time T




p(T)


proportion of faults remaining at time T





Equations
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r(t) = ((/() - Xs,t 



dT = (-log (1 – F (dT)))/m



R(T) = α[exp (-β (T –s + 1 + (log (1 - F (dT)))/m))]



D(T) = (α/β)[1 – exp (-β ((T –s + 1)))] + Xs-1




D(TL) = (/( + Xs-1




C(T) = (α/β) [1- exp (-β (T – s +1 + (log (1 - F (dT)))/m))] + Cs-1



N(T) = D(T) – C(T)
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N(TL) = D(TL) – C(T)



p(T) = 1- r(T)



tes



1. For r(t), D(T), C(T), and N(T), use s, alpha, and beta for minimum MSEF from SMERFS.



2. For TF(t), use s, alpha, and beta for minimum MSET from SMERFS.



3. For the Shuttle, time units are 30-day intervals.




3. Due to the limitation of Excel to handle certain symbols in equations, some symbols are different in the Excel equations than in the above notation. The notation corresponds to the column headings in the “Sch Model” worksheet.
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